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Announcing VMware vSphere
with Kubernetes Support on the
VMware Cloud Foundation Management Domain

When VMware Cloud Foundation™ 4.0 was released in April 2020, it introduced support
for VMware vSphere® with Kubernetes. With the initial release, users were required to
create a separate virtual infrastructure (VI) domain to host their Kubernetes workloads

to enable vSphere with Kubernetes. This meant that at least seven servers were required
to run vSphere with Kubernetes on Cloud Foundation: four hosts for the Cloud Foundation
management domain and three additional hosts for a separate VI domain. VMware has
now certified enablement of vSphere with Kubernetes on the management domain. This
effectively reduces the minimum host count from seven to four.

With this change, you can deploy the Cloud Foundation consolidated architecture

and enable vSphere with Kubernetes. You can get started with just four hosts; as your
environment grows, you can easily scale up to the Cloud Foundation workload domain
configuration maximumes.

This paper provides an overview of how to enable vSphere with Kubernetes on the
Cloud Foundation management domain.

vSphere with Kubernetes

vSphere with Kubernetes transforms vSphere clusters into a platform on which you can
run Kubernetes workloads directly on VMware ESXi™ hosts and can create upstream
Kubernetes clusters within dedicated resource pools, referred to as namespaces. This

new capability builds on existing virtual machine (VM) capabilities of vSphere, providing

a common “developer-ready” platform on which container-based workloads run alongside
VM-based workloads on common infrastructure and with a common user interface (Ul)
and set of management tools.

Cloud Foundation

vSphere with Kubernetes is available as part of Cloud Foundation 4.0. Cloud Foundation
is a hybrid cloud platform designed for running both traditional enterprise applications
and modern applications. It is built on the proven and comprehensive software-defined
VMware® stack, including vSphere with Kubernetes, VMware vVSAN™, VMware NSX-T
Data Center™, and VMware vRealize® Suite. Cloud Foundation provides a complete

set of software-defined services for compute, storage, network security, Kubernetes
management, and cloud management. The result is agile, reliable, efficient cloud
infrastructure that offers consistent operations across private and public clouds.
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Enabling vSphere with Kubernetes on the
Cloud Foundation Management Domain

Enabling vSphere with Kubernetes on Cloud Foundation involves using the advanced
automation available with Cloud Foundation to quickly stand up the VI, configure the
VMware NSX® prerequisites, and enable vSphere with Kubernetes.

In this paper, the VI backing the vSphere with Kubernetes cluster is provided by

the Cloud Foundation management domain. The management domain is created by
the VMware Cloud Builder appliance during an initial deployment process referred to
as bring-up. It is assumed that Cloud Foundation has been deployed with a single
management domain that comprises one vSphere cluster. The procedure discussed
here begins after bring-up and covers the following activities to be performed by the
vSphere cloud administrator:

1. Deploy a VMware NSX Edge™ cluster in the management domain

2. Configure the NSX Edge cluster for vSphere with Kubernetes

3.Enable vSphere with Kubernetes on the management domain

4.Create a content library on the management domain VMware vCenter Server® instance
5.Enable the Harbor image registry on the management domain cluster

6.Create a namespace and configure access to vSphere with Kubernetes

The following are requirements:

* Cloud Foundation 4.0 must be deployed (that is, bring-up complete) with one
vSphere cluster. The management domain should be in a healthy state.

* When application virtual networks (AVNs) are deployed on the management domain,
the edge transport nodes must be deployed using the large form factor. The edge
transport node form factor is specified in the deployment parameters spreadsheet
used for bring-up.

* The vSphere cluster backing the management domain must have ample capacity for
hosting both the Cloud Foundation infrastructure workloads (vCenter Server instances,
VMware NSX Manager™ instances, SDDC Manager, and so on) and the vSphere with
Kubernetes workloads (Kubernetes supervisor cluster, Harbor image registry, deployed
Pods, and Tanzu Kubernetes Grid (TKG) clusters). If additional capacity is required, use
the SDDC Manager to add hosts to the management domain cluster prior to enabling
vSphere with Kubernetes.

* VSAN is required on the Cloud Foundation management domain. At least four
VMware VSAN ReadyNodes™ are required.
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Prerequisites for Enabling vSphere
with Kubernetes

Prior to enabling vSphere with Kubernetes, deploy an NSX Edge cluster with the following
specifications. These settings are a hard requirement for enabling vSphere with Kubernetes:
* Two edge transport nodes

e Large form factor

« Active/active configuration

Deploy the NSX Edge Cluster

To deploy the NSX Edge cluster, perform the following steps:

1. Add FQDN entries in DNS for the two edge transport nodes.

2. Deploy the NSX Edge cluster using the SDDC Manager.

3.Enable trust on the management cluster vCenter Server instance.
4. Verify that the “WCPReady” tag is set on the NSX Edge cluster.

5. Implement the custom route map workaround.

Step 1: Add FQDN for the edge transport nodes.
Begin by adding DNS records for the two edge transport nodes. Add both forward (A) and

reverse (PTR) lookup entries. In the following examples, we are naming the edge transport
nodes edge0l-mgmt.vct.sddc.lab and edge02-mgmt.vct.sddc.lab. These nodes use the IPs 70.0.0.51
and 70.0.0.52 respectively for their management interface.
# DNS Forward Lookup Records

edgeOl-mgmt.vcf.sddc.lab. IN A 10.0.0.51

edge02-mgmt.vcf.sddc.lab. IN A 10.0.0.52
# DNS Reverse Lookup Records

51.0 IN PTR edgeOl-mgmt.vcf.sddc.lab.

52.0 IN PTR edge02-mgmt.vcf.sddc.lab.

Step 2: Deploy the NSX Edge cluster using the SDDC Manager.

Deploying an NSX Edge cluster is an automatic operation in Cloud Foundation. Log in to
the SDDC Manager. From the dashboard, navigate to Workload Domains -> mgmt-domain;
under ACTIONS, select Add Edge Cluster.
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You are first presented with a summary of prerequisites that must be completed. Have
the following information on hand to complete the workflow:

*« FQDN for the edge transport nodes (ensure that DNS records have been added)

* |P addresses for the edge transport node management network

*VLAN ID and IP addresses for the edge transport node tunnel endpoint IPs (TEPSs)

* VLAN ID and IP addresses for the two uplink networks

« (When using BGP) The BGP ASN and peering information

NOTE: In this paper, | use BGP. If you want to use static routing, see this blog from Cormac Hogan.

A walkthrough demo showing the steps to deploy an NSX Edge cluster on

Cloud Foundation is available at the VMware Cloud Foundation Resource Center.
It is recommended that you create a diagram similar to the following one to help

you understand the networking requirements and to provide a reference to assist
with troubleshooting.
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Step 3: Enable trust on the vCenter Server instance.

Enable the NSX Edge Cluster for vSphere with Kubernetes

For the management cluster to be recognized as a “compatible cluster” in the
vSphere Web Client, you must update the NSX configuration to enable trust on
the vCenter Server instance and add the “WCPReady” tag to the NSX Edge cluster.

To enable “trust” on the vCenter Server instance, perform the following steps:
Log in to the NSX Manager instance.

Navigate to System -> Fabric -> Compute Managers.

Select the vCenter Server instance and click EDIT.

Toggle Enable Trust to Yes.

Edit Compute Manager - vcenter-mgmt.vcf.sd.. & x

Name* veenter-mamt.yel.sddelab
Description
Type* vCenter
FQDN or IP Address* vcenter-mgmt.vcf.sddclab | EDIT

N
HTTPS Port of Reverse Proxy* @ v
SHA-256 Thumbprint 9B:06:D9:EB:04:AF:0C:9C:15:E4:6B:EA:0B:71:5E:7A:E9:

CF:86:C9:CB:12:DE:A3:38:46:39:BE:20:FB:9A:94

Enable Trust @ @ ves

Supported for vCenter Server 7.0 or later
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Step 4: Verify the “WCPReady” tag.

To identify vSphere clusters that are eligible for vSphere with Kubernetes, a “WCPReady”
tag is assigned to the NSX Edge cluster. If you deploy the NSX Edge cluster from the SDDC
Manager using the “Workload Management” option, this tag is created automatically. If you
choose the “Custom” use-case option, or to manually deploy the NSX Edge cluster, you
must set this tag manually. To verify the “WCPReady” tag on the NSX Edge cluster,
perform the following steps:

Log in to the NSX Manager instance.

Navigate to System -> Fabric -> Nodes -> Edge Clusters.
Click the Edge Cluster name.

Next to Tags, click MANAGE.

Verify/Add the tag: WCPReady/Created for.

If the tag is missing, add it.

Manage Tags - mgmt-edge-cluster 0 x

-+ ADD [y DELETE

O Tag* Scope
[J VCF Created by
B WCPReady % & Created for

Max tags allowed: 30

Tag max length: 256; Scope max length: 128

CANCEL SAVE

Step 5: Implement a custom route map.

There is a bug in Cloud Foundation 4.0/NSX-T Data Center 3.0 whereby the BGP route
advertisements for networks attached to the Tier-1logical router are blocked by default.
For these routes to be advertised to the top-of-rack (TOR) switches, apply the following
workaround on the Tier-0O logical router. For more information, refer to Configure NSX
Route Maps on Edge T-0 Router in the Cloud Foundation documentation.

Add a new IP prefix with the name Any network that will permit all networks:
Log in to the NSX-T Manager instance.

Navigate to Networking -> Tier-0 Gateways.

Click the vertical ellipses and select EDIT.

Expand the ROUTING section.

Select the IP Prefix List hyperlink.
Click ADD IP PREFIX LIST.

Enter Any network for the name.
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Click SET.

Click ADD PREFIX.

Enter Any for the CIDR.
Toggle ACTION to PERMIT.
Click ADD.

Click APPLY.

Click SAVE.

Click CLOSE.

Set IP Prefix List
momt-10 (FPFe it @)

ADD IP PREFIX LIST

Name Prefixes

Tier-O Gateways

Any network 1

pl-domain-c8:644e932a-e024- 1
4dc7-949f-901b192e057c-deny-
ti-subnets

prefixlist-out-default 1

(C REFRESH

Where Used

1

2

Q

1- 3 of 3 Prefix List

Select the Route Maps hyperlink.
Click ADD ROUTE MAP.

Enter the name Custom Route Map.
Click SET.

Click ADD MATCH CRITERIA.

Next to IP Prefix, click SET.
Select the Any network IP prefix.
Click SAVE.

Set ACTION to PERMIT.

Click ADD.

Click APPLY.

Click SAVE.

Click CLOSE.
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Set Route Maps X
Tier-0 Gateways  mgmt-t0
Route Map Name Match Criteria Set Action
AsPathPrepend  MED Weight Community Local

Preferenc
B

H Custom Route Map

1P Prefix 1 100 @ PERMIT

1P Prefix 1 @ DENY
>  rm-domain-
€8:644e932a-2024-
4dc7-949t-
901b192e057¢-
deny-tl-subnets

C ReFRESH 1- 2 of 2 Route Maps

Set the Tier-0 Route Re-distribution to use the custom route map.
Expand Route Re-distribution.

Click the hyperlink next to Route Re-distribution.

Click the vertical ellipses and select EDIT.

Set the Route Map to Custom Route Map.

Click ADD ROUTE RE-DISTRIBUTION.

Click APPLY.

Set Route Re-distribution X
Tier0 Gateways  mgmt-10 ((FFouie e sroon @)
l ADD ROUTE RE-DISTRIBUTION ] Q Search

Name Route Re-distribution Route Map

default 12 Custom Route Map

CANCEL APPLY

With the new route map, the Kubernetes networks connected to the Tier-1logical
router will now be advertised to the upstream routers. Filters can still be applied in
the BGP neighbor configuration if necessary.
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Enable vSphere with Kubernetes

After the NSX Edge cluster has been deployed, you are ready to enable vSphere

with Kubernetes. Normally, you would enable vSphere with Kubernetes from the

SDDC Manager. However, in Cloud Foundation 4.0, the SDDC Manager excludes the
management domain from the list of available clusters in the Ul. To enable vSphere with
Kubernetes on the management domain, you must use the vSphere Web Client instance.

Enabling vSphere with Kubernetes involves selecting the cluster where you

want to enable Kubernetes and providing details related to the network and storage
configuration of your environment. An overview is provided in the section that
follows. A detailed explanation of the input parameters required to enable

vSphere with Kubernetes is out of scope for this paper. To learn more about

the input parameters required to enable vSphere with Kubernetes, refer to the
Cloud Foundation documentation.

Log in to the vSphere Web Client instance.

Navigate to Menu -> Workload Management.

@ This vCenter Server is managed by SDDC Manager (sddc-manager.vef.sddc.lab), making modifications directly in vCenter Server may break SDDC Manager Workflows, 1eck before making any changes directl

vm vSphere Client

Namespaces o
Workload Management

Workload Management is the vSphere with Kubernetes feature that enables you to manage namespaces. Namespaces provide compute, network, and storage

resources for running an application. The you runin leverage both and vSphere functi To optimize resource usage by

your application, you can apply policies to namespaces to manage resource consumption.

Learn more about Workload Management
Getting Started with Workload Management | (3 vcenter-MoMT.vCF.sDDC.LAB (NsX-T)~ @

Before you can use Workload Management, you need to ensure that your environment is configured with the following
1. An HA- and fully automated DRS-enabled cluster where Woridoad Management wil run

2. Networking configured to meet the requirements described in Configuring and Managing vSphere with Kubernetes
3. A storage policy and datastores sufficient to SUppOrt the control pianes, images, and containers in the namespace

After you configure these items, your cluster will have the capacity it needs to run namespaces without impacting any existing VMs in the cluster.

ENABLE
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A list of requirements is displayed.

Click ENABLE.

@ This vCenter Server is managed by SDDC Manager (sddc-manager.vef sddc.lab), making modifications directly in vCenter Server may break SDDC Manager workflo eck before making any changes direct!

vm  vSphere Client

Namespaces o

Workload Management
< BACK
Enable Workload Management
v 1. Selecta Cluster Select a cluster to enable namespaces
You are selecting a cluster that would support namespace creation and management. It's best to pick a cluster with enough space. This cluster will als0 need to
run a couple of control plane nodes and worker VMS to SUPPOTt the namespace management.

v ter-mgmt.vet.sddc lab
£ Fecter manuclzddcn Cluster Details All Clusters

RSl coveareie | @

> [B mamt-datacenter

ClusterName v NumberofHosts v  AvailableCPU v Available Memory ¥

© momtciuster 4 48336Hz 324368

o 1-10f 1tems

&

Select mgmt-cluster.

Click NEXT.

(@ This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc.lab), making modifications directly in vCenter Server may break SDDC Manager workfiows. Please check before making any changes direct!

phere Client

Namespaces )

Workload Management

< BACK

Enable Workload Management
> 1. Selecta Cluster mgmt-cluster Selected

v 2. Cluster Settings. Select the master size and configure NSX on the selected cluster

We need to allocate some capacity for the Master VMs. The more resources you allocate, the more namespaces can be supported by this cluster

Control Plane size Size. Maximum number of pods. cPU Storage Memory
Tiny 1000 2 16 GB 868
® small 2000 4 16 GB N e
Medium 4000 s 16 GB 2468
Large 8000 3 16 GB 3268
3. Network Configure Networking for the Control Plane and Worker Nodes
4. Storage Specify the storage details for your namespaces

mware® WHITE PAPER | 12
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Set the Control Plane size.

Click NEXT.

@ This vCenter Server is managed by SDDC Manager (scidc-manager.vct.sddc.Iab), making modifications directly in vCenter Server may break SDDC Manager workflows, Please check before making any changes direct!

vm vSphere Client

Namespaces
Workload Management
< BACK

Enable Workload Management

v 3. Network Configure Networking for the Control Plane and Worker Nodes

Enter network details to be used for namespaces. & VIEW NETWORK TOPOLOGY

Management Network

The workioad platform consists of a control plane and set of workers per cluster. Each cluster sits on a management network that Supports traffic to

VCenter.
Network * @ sddc-vdsOl-mgm v Starting IP Address * @ 10.0.0.170
Subnet Mask * @ 2552552550 Gateway * @ 1000250
ONs server @ 10.00.250 NTP Server * 10.0.0250
Optional
DN Search Domains vefsddclab
Optional

Enter the Management Network details. This includes the following steps:
Select the cluster management Network.

Enter the Starting IP Address in the range of five consecutive IPs for the
Kubernetes supervisor cluster.

Enter the Subnet Mask, Gateway, DNS Server, and NTP Server addresses.

@ This vCenter Server is managed by SDDC Manager (sddc-manager.cf.sddc.lab), making modifications directly in vCenter Server may break SDDC Manager workflows. Please check before making any changes directl

vm vSphere Client

Namespaces o

Workload Management

< BACK

Enable Workload Management

The workload network supports traffic to the Kubernetes API and to the Pods/Services that are deployed on the Supervisor cluster. This network is

supported by NSX.

vSphere Distributed Switch * @ sddc-vds0t ~ Edge Cluster * @ mgmt-edge-clust ~
API Server endpoint FODN (@ £ domainiocal
Optional
DNS Server * @ 10.0.0.250
Pod CIDRs * @ 10.244.0.0/20 Service CIDRs * @ 10.96.0.0/23

Ingress CIDRs * @ 192168.51.0/24 Egress CIDRs * @ 192 mhj 0/24

NEXT

Enter the networking details for the Kubernetes control plane.
This includes the following steps:
Select the VMware vSphere Distributed Switch™ to use on the cluster.

Select the Edge Cluster.
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Provide the DNS Server.
Enter the Pod CIDRs and Service CIDRs.
Enter the Ingress CIDRs and Egress CIDRs.

Click NEXT.

) This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc.lab), making modifications directly in vCenter Server may break SDDC Manager workflow ase check before making any changes directi

shere Client

Namespaces o
Workload Management

< BACK

Enable Workload Management
VSphere Distributed Switch: 50 Oc 2711 bo fb a7 6260 16 35 12 1c b2 02 b Edge Cluster: 2775db5-41d3-4e0b-ae27-65b876bb6839
DNS Servers: 10.0.0.250 Pod CIDRs: 10.244.0.0/20 Service CIDR: 10.96.0.0/23 Ingress CIDRs: 192.168.51.0/24 Egress CIDRs:
192.168.41.0/24

v 4. Storage Control Plane Node Storage VSAN Default Storage Policy

Ephemeral Storage vSAN Defauit Storage Policy
Image Storage vSAN Default Storage Policy

The cluster is going to run a set of control plane VMs (master and workers) in order to support namespaces. We need a datastore where these master and

worker control plane VMs will ive.
Control Plane Node * VSAN Default Storage Policy ~ SELECT STORAGE
Ephemeral Disks * VSAN Default Storage Policy ~ SELECT STORAGE

Image Cache

5. Review and Confirm  Review all the details and confirm your namespaces set up

VSAN Default Storage Policy ~ SELECT STORAGE

Select the vSAN Storage Policy to use for the Control Plane Node,
Ephemeral Disks, and the Image Cache.

Click NEXT.

@ This vCenter Server is managed by SDDC Manager (sidc-manager.vcf.sddc.Iab), making modifications directly in vCenter Server may break SDDC Manager workflows, Plea S —

phere Client

Namespaces

Workload Management

< BACK

Enable Workload Management

> 1.SelectaCluster mamt-cluster  Selected
> 2. Cluster Settings Small: CPU 4, Storage 16 GB, Memory 16 GB
> 3. Network Management Network:

Network Selected: sddc-vdsOl-mgmt P Address: 10.0.0.170 Subnet Mask: 255.255.255.0 Gateway: 10.0.0.250 DNS Servers: 10.0.0.250
NTP Servers: 10.0.0.250 DNS Search Domains vcf.sddclab

Namespace Network:

VvSphere Distributed Switch: 50 Oe 27 1f bb fio a7 620 16 35 12 1c b2 02 b Edge Cluster: £27754b5-41d3-4e0b-2e27-b508760b6839  DNS
Servers:10.0.0.250 Pod CIDRs: 10.244.0.0/20 Service CIDR: 10.96.0.0/23 Ingress CIDRs: 192.168.51.0/24  Egress CIDRs: 192.168.41.0/24

> 4. Storage Control Plane Node Storage VSAN Default Storage Policy
Ephemeral Storage vSAN Default Storage Policy
Image Storage VSAN Default Storage Policy.

v 5. Review and Confirm  Review all the details and confirm your namespaces set up

You have successfully completed all the steps required to enable namespaces on mgmt-cluster. Review and confirm all the details to enable namespace. Once

the process is complete, you will be all set to create your first namespace.

FINISH

mware® WHITE PAPER | 14

1-VMW-WP-vSphr-KUBERNETES-A4-101.indd 14 6/17/20 7:42 PM



VMWARE VSPHERE WITH KUBERNETES SUPPORT ON THE
VMWARE CLOUD FOUNDATION MANAGEMENT DOMAIN

Review the input parameters; when ready to enable vSphere with Kubernetes,
click FINISH.

© This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc.ab), making modifications directly in vCenter Server may break SODC Manager workflows. Please check before making any changes directl

vm  vSphere Client

Namespaces
Workload Management
Namespaces Clusters Updates
ADD CLUSTER T EMex
Cluster 1 Namespaces Hosts Config Status Control Plane Nodi | CPU for namespai | Memory forname | Storage fa
O momt-cluster o 4 ( Configuring o ° 10878
o Tem

It takes approximately 10 minutes to create the Kubernetes supervisor cluster and enable
vSphere with Kubernetes on the management domain. During this time, the following
high-level tasks are performed on the cluster:

* The “container runtime” (CRE) and “spherelet” binaries are pushed out to the ESXi hosts.

* Three Kubernetes supervisor nodes are deployed, and the vSphere Pod service
is instantiated.

* The Tier-O and Tier-1logical routers, and their related load balancer and NAT services,
are configured for use with vSphere with Kubernetes.

The cluster status shows Running when vSphere with Kubernetes has been
successfully enabled.

(@ This vCenter Server is managed by SODC Manager (sddc-manager.vcf.sddc.laby, making modifications directly in vCenter Server may break SODC Manager workflows. Please check before making any changes directl

vm  vSphere Client

Namespaces o

Workload Management

Namespaces Clusters Updates

ADD CLUSTER Bl
Cluster 1 Namespaces. Hosts Config Status Control Plane Node ~ CPU for namespac  Memory forname  Storage fo
mamt-cluster o 4 © Running 192168511 o o 10478

Titem
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At this point, vSphere with Kubernetes has been enabled. However, there are additional
steps that must be performed before you are ready to hand off the cluster to the
developers. These include the following:

« Create a content library.
* Deploy the Harbor image registry.
* Create a namespace and configuring access.

Create a Content Library

vSphere with Kubernetes uses the vSphere content library to store VM templates used to
deploy Tanzu Kubernetes Grid (TKG) clusters.

You can choose to manually upload the TKG VM templates, or you can subscribe to a
VMware hosted repository to download the VM templates. In this example, we subscribe
to the VMware hosted repository using the subscription URL https://wp-content.vmware.
com/v2/latest/lib.json.

To add a content library, perform the following steps:
Log in to the vSphere Web Client instance.
Navigate Home -> Content Libraries.

Click +Create.

Name = Kubernetes.

vCenter Server = vcenter-l.vcf.sddc.lab.
Click NEXT.

Select Subscribed Content Library.
Subscription URL = https://wp-content.vmware.com/v2/latest/lib.json.
Click NEXT.

Click Yes when asked to verify authenticity.
Select vcf-vsan.

Click NEXT.

Click FINISH.
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It takes only a minute to create the content library. However, it can take several minutes for
the VM template images to download.
,@ This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc lab), making modifications directly in vCenter Server may break SDDC Manager workflows. Please check before making any changes directl

vm vSphere Client

8 momt-ci
B mgmt-cl | acrions v
[3 otner Types
OVF & OVA Templates 1 Summary  Templates  Other Types
@
@M Tomptates 9 Type: Subscribed
Storage: Datastore
size: 17168
items: 1
Streaming optimized:  No
Created 05/16/2020, 9:01:04 PM
Last modified 05/16/2020, 9:01:04 PM
Last sync 05/18/2020, 9:00:02 PM
storage A~ || subscription ~
Datastore & vcfvsan Automatic synchronization  On
Status + Normal URL ontent vmuware.c j
son
Type vsan
Password protection No
Capacity 8581968
Content download Al library content is downloaded to storage
Free 6050268
method
& Edit Settings.
Notes ~
Tags ~

Deploy the Harbor Registry

Enable a private image registry on the supervisor cluster by using the built-in Harbor
registry service. Developers can push and pull images from the registry, where they can be
used to deploy vSphere Pods.

To enable the Harbor registry, perform the following steps:

From the vSphere Web Client instance, navigate to the Host and Clusters view.
Select the Cluster in the management domain.

Select Configure tab.

Scroll down and select Image Registry.

Click ENABLE.

It takes approximately 15 minutes for the Harbor registry to deploy. When deployed, the
health status shows Running and you will be presented with the Link to Harbor Ul.

vm vSphere Client

m 2 8 9 [ mgmt-cluster | acmions v
[ mgmt-cluster Summary ~ Monitor  Configure  Permissions  Hosts  VMs  Namespaces  Datastores  Networks  Updates
[ esxi-lvcf.sddclab
[ esxi-2.vetsddc lab Services hd X
5 Image Registry
[ esxi-3.vct sddciab vSphere DRS
i esut-4.vct sodciab vSphere Availability Embedded Harbor registry
> WS Contiguration v
v @ mgmt-rp
Quickstart Heath @ Running
5 nsx-mgmi-1
5 sddc-manager Geperal
9 Storage VSAN Default Storage Policy
& veenter-mgmt Security
Licensing
v @ Namespaces SiragE Ui
(&) nsot VMware EVC 61 MB Used 210 GB Capacity
v (@) vmware-system-registr VM/Hest Groups
@ harbor-587712388-ha VM/Host Rules Link to Harbor Ul https://10.255.1.2
[ harbor-587712388-ha... VM Overrides
@ harbor-587712388-ha.. 1/O Filters Garbage collection policy Scheduled for every Saturday at 2:00 AM
[ harbor-587712388-ha. Host Options
[ harbor-587712388-ha Host Profile Root certificate 4 Download SSL Root Certificate
[ harbor-587712388-ha. THaET AR -
(@ harbor-587712388-ha...
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Create a vSphere Namespace

Namespaces are used to manage user access and control resource consumption
within your Kubernetes enabled cluster. Use the vSphere Web Client instance to create

namespaces on the supervisor cluster. When created, assign access and define
resource limits.

To create a namespace, perform the following steps:
From the vSphere Web Client instance, select Home ->
Workload Management -> Namespaces.

Click CREATE NAMESPACE.

s managed by SDDC Manager (sddc-manager.vcf.sddc.ab), making modifications directly in vCenter Server may break SDDC Manager workflows. Please check before making any changes directl,

vm vSphere Client

Namespaces

I

Workload Management

Namespaces Clusters Updates
You have successfully enabled Workload Management
This is your global view of namespaces across your clusters.
Next Steps

= To get started with namespace centric management, create your first namespace. Learn more
* You can also add a content library to support Tanzu Kubernetes clusters. Go to Content Library

CREATE NAMESPACE

Expand the tree and select mgmt-cluster.
Enter a Name.

Click CREATE.

vmware
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Create Namespace ¥

Select a cluster where you would like to create this namespace

Cluster” @ v [ veenter-mgmtvef sddc lab
v mgmt-datacenter

[T mgmt-cluster

Name* @ ns@l

Besenvlion Add description for the namespace

here (limit 180 characters)

CANCEL CREATE

This is a quick operation that will complete in a few seconds. You will be notified that the
namespace has been created and will be provided with a list of next steps.

@ This vCenter Server is managed by SDDG Manager (sddc-manager.vct.sddclab), making modifications directly in vCenter Server may break SDDC Manager workfiows, Please check before making any changes direct.

vm vSphere Client

Namespaces

1
a) nson = @ nsOl | acrons v

Summary  Monitor  Configure  Permissions ~ Compute  Storage  Network

@ Your namespace nsO1 has been successfully created. @

Before sharing with your devops team, you might want to
+ Choose which storage policies the namespace can use
« Add your devops teams users and permissions
- Setsome limits for this namespace

« Add a content library to the cluster to support Kubernetes functions

le
When you're ready, you can hand this namespace to the devops team 1.
) Don't show for future workioads d\
Status Created 5/18/20 % Permissions = Storage #® Capacity and Usage
contgstatis @ h o Nt
@ Running (o™
Kubernetes Status @ You haven't given any devops You haven't added any storage Memory Notimit
access to this namespace. Add policies for this namespace. Add
®@ Active i
some permissions to let your some policies to let your devops
Location devops team directly manage team access persistent storage.
Storage Nolmit

this namespace,
[ mgmt-cluster

{3 veenter-momtvct sddc iab

Step 1: Enable access to the namespace.

vSphere with Kubernetes uses single sign on (SSO) to authenticate users and grant access
to namespaces. Typically, customers add their Microsoft Active Directory (AD) domain as
an identity source in SSO. Users authenticate using their AD credentials. In this example, |
create a simple user account (ava@vsphere.local) and group (devteam) to the default SSO
domain vsphere.local.
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Step 2: Add user accounts.

From the vSphere Web Client instance, navigate Home ->
Administration -> Single Sign On -> Users and Groups.
From the Users tab, set Domain to vsphere.local.

Click ADD USER.

Enter the user ava@vsphere.local and set a password.

Click ADD.

@ This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc.lab), making modifications directly in vCenter Server may break SDDC Manager workflows. Please check before making any changes direct

vm  vSphere Client

Administration

- Access Control Users and Groups

Roles

Users  Groups

Global Permissions e
~ Licensing Domain  vspherelocal v

Licenses

, ADD USER

-+ Solutions

Client Plugins

Usemame Y FirstName Y Last Name v  Emal Y | Desripton Y | Locked Y  Disbled Y  Domain T

VCenter Server Extensions

- Deployment

ava No No vsphere.oc
System Configuration al
Customer Experience Improvemen.

— HE7Y No No vsphere.oc

al

Upload File to Service Request

v eapmat Administrator  Administrator  vspherelocal No No vsphereloc
Certificate Management al

- Single Sign On

t waiter-832d44  waiter 8320440a-8132-4685-897¢-302609ca06 No No vephere loc
0a-8132-4685- al

Configuration 897¢-302¢6dc
9ca06 %
Krotgt/VSPHE No No vsphere loc
RE.LOCAL al

1-Sof5users

Step 3: Add group.

From the vSphere Web Client instance, navigate Home ->
Administration -> Single Sign On -> Users and Groups.
From the Groups tab, click ADD GROUP.

Enter the Group Name, devteam.

Add the user ava@vsphere.local.

Click ADD.
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@ This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc lab), making modifications directly in vCenter Server may break SDDC Manager workflows. Please check before making any changes directl

vm vSphere Client

Administration

-+ Access Control Users and Groups
Roles

Users  Groups
Global Permissions —_—

- Licensing < ALL GROUPS
Licenses

- Solutions devteam
Client Plugins ADD MEMBERS

VCenter Server Extensions
R Member Name v Domain v
System Configuration
Customer Experience Improvemen. HEE vspherelocal
-~ support
Upload File to Service Request
- Certificates
Certificate Management
- S S N

Users and Groups

Configuration

1-10f1items

Step 4: Configure a namespace.
Prior to configuring a namespace, the following requirements must be met:

1. Content library created

2. Harbor registry enabled

3.User and groups defined in the vsphere.local SSO domain

4. Namespace created

To configure a namespace, perform the following steps:

From the vSphere Web Client instance, navigate Home -> Workload Management.

Select the Namespace.

@ This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc.lab), making modifications directly in vCenter Server may break SDDC Manager workflows. Please check before making any changes direct.

vm  vSphere Client
Namespaces
(@ nsot @ nsO1 ACTIONS v

Summary  Monitor  Configure  Permissions ~ Compute  Storage  Network

vmware

‘ ‘ 1-VMW-WP-vSphr-KUBERNETES-A4-101.indd 21

Pods

— Running Pending  — FaildE

Status Created 5/18/20 3% Permissions & Storage Capacity and Usage
Config Status @ =1 No fimit
@ Running O mrz
Kubernetes Status @ You haven't given any devops You haven't added any storage Memory No limit
° ACthe access to this namespace. Add policies for this namespace. Add o

some permissions to let your some policies to let your devops ME
Location devops team directly manage team access persistent storage.

Storage No fimit

B gaciiier this namespace.
(5 veenter-mgmt vet.sddc.lab
Link to CLI Tools
Copy link ) Open (2

Tanzu Kubernetes

To support Tanzu Kubernetes
clusters this namespace needs

access to a content library. You
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Click ADD PERMISSIONS.

Add Permissions

Identity source

Add a user or a group to give access to this namespace

User/Group

Role

vsphere local b
Q, devteam
Can edit i

oK

Set Identity source to vsphere.local.

Set User/Group to devteam.

Set Role to Can edit.

Click OK.

® This vCenter Server is managed by SDDC Manager (sddc-manager.vct:sddcab), making modifications directly in vCenter Server may

wm vSphere Client

© Active

Location

£ veenter-mg

Pods

@ Running

Namespaces 1
(@) nsor — @ nsO1 ACTIONS v
Summary  Monitor  Configure  Permissions ~ Compute  Storage
Status createasre20 & Bormiissions
Config status @ Can view @

No users have permission to

only view namespaces.

Kubernetes Status @

Can edit @

devteam

[ mgmt-cluster

mt.vef.sddc lab

Link to CLI Tools

Copylinkiy  Open (2

MANAGE PERMISSIONS

— Running

Pending  — FaildE

break SDDC Manager workflows,

Network

Storage

You haven't added any storage
policies for this namespace. Add
some policies to let your devops
team access persistent storage.

ADD STORAGE

Tanzu K&eme!es

To support Tanzu Kubernetes
clusters this namespace needs

access to a content library. You

ck before making any changes directl

Capacity and Usage

cpy No it
O m

Memory No it
Oue

Storage No it
EDIT LIMITS
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Click ADD STORAGE.

Select Storage Policies X
Storage Policy Total Capacity Available Capacity
> VM Encryption Policy 1TB 1TEB
> VSAN Default Storage P.. 858 GB 583 GB
[j > Management Storage P.. 858 GB 583 GB
[j > Management Storage p... 858 GB 583 GB
a » Management Storage P.. 858 GB 583 GB
[] > Management Storage p... 858 GB 583 GB
1 1-6of 6 items

Select the preferred Storage Policies.

Click OK.

@ This vCenter Server is managed by SDDC Manager (sddic-manager.vef s ab), making modifications directly in vCenter Server may break SODC Manager Workflows.

vm  vSphere Client

ase check before making any changes directl

Namespaces 1
@ nsn — @ nsO1 | acrions v
Summary Monitor Configure Permissions Compute Storage
Status Createasneszo i Bermitions
Config Status @ Can view @
® Running No users have permission to

only view namespaces.
Kubernetes Status @

@ Active Covedit@
Location Yeutasm

[ mgmt-cluster

{5 veenter-mgmtvet sade lab

Link to CLI Tools

Copy ink ) Open 2
MANAGE PERMISSIONS

Pods

~ Running Pending  — FaildE

Network

Storage

You haven't added any storage
policies for this namespace. Add
some policies to let your devops
team access persistent storage.

ADD STORAGE

Tanzu Kubernetes

To support Tanzu Kubernetes
clusters this namespace needs
access to a content library. You

Capacity and Usage

cpy
O v
Memory

Owe

Storage

No it

No it

No it

Click EDIT LIMITS.

Resource Limits

Below are various resources that are available to the namespace. You can

choose to limit consumption of any or all of these. This is an optional step.

CPU No limit MHz
Memory MNo limit MEB v
Storage Mo limit MEB ~

vmware
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Set the CPU, Memory, and Storage limits.

Click OK.

This vCenter Server is managed by SDDC Manager (sddc-manager.vcf.sddc.lab), making modifications directly in vCenter Server may breal

vm vSphere Client

Manager workfi eck before making any changes directl

Namespaces
@ nsor @ nsO1 ACTIONS v
Summary  Monitor  Configure  Permissions ~ Compute  Storage  Network
Location devteam
Storage No limit
[ mgmt-cluster
[ veenter-mgmt vet sddc.lab
Link to CLI Tools
Copy link | Open (2 |
MANAGE PERMISSIONS EDIT STORAGE Eoir umir]
Pods 5 Tanzu Kubernetes il
— Running  — Pending  — FalldE: To support Tanzu Kubernetes

clusters this namespace needs
access to a content library. You
can configure it for the cluster this

namespace is hosted on.

D LIBRARY

Under Tanzu Kubernetes, click ADD LIBRARY.

This vCenter Ser managed by SDDC Manager (sddc-mar vt sddc.lab), making modifications directly in vCenter Server may breal

Sphere Client

C Manager workflows. Please check before making any changes directl

B 2 8 @ mgmt-cluster | acrions v

R S5aE Summary  Monitor  Configure  Permissions  Hosts ~ WMs  Namespaces
[ mgmt-datacenter
Services v
« [ memt-cluster General
vSphere DRS
vSphere Availabilty Control Plane VMs SupervisorControlPlaneVM (1)
[ esx-3.vcfsddclab Configuration v SupervisorControlPlaneVM (3)
[ esxi-4.vctsadclab it SupervisorControlPlaneVM (2)
> @ compute-rp o
eneral
> @ mamt-rp i Size Small
ecurity
> @ Namespaces % 4VCPU 16 GB Memory
icensin
> @ networkrp g
$ @i VMware EVC
° Content Library

VM/Host Groups

VM/Host Rules
3 edgeot-mgmt accompanying OS

5 edge02-mgmt VM Overrides

/O Filters ADD LIBRARY

Host Options
Host Profile

Trust Authority v
Trust Authority Cluster

Alarm Definitions.

Scheduled Tasks

Namespaces v

General

VO VR TR SR Setup your content liorary by subscriing to a remote content fibrary. This liorary will contain the latest distributions of Kubernetes and

Datastores  Networks  Updates
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Select ADD LIBRARY.

Content Library s

Below are all the available libraries or create a new one
CREATE LIBRARY

Name Type Storage Used Last Modified Date
© ngmta Subscribed 1.71GB May 17, 2020 4:01 AM

m 1-1of 1 items

o
s

Select the Content Library.
Click OK.

This completes the steps to enable vSphere with Kubernetes on the Cloud Foundation
management domain.

With vSphere with Kubernetes enabled on the management domain, we are now
ready to hand off the cluster to our developers. The developers must download the
Kubernetes CLI Tools before they can deploy workloads.

7 @ VMuware - Download Kubemete: X |
~ 5 C A Notsecure | 10255.1.1 * © 20 0 :
Hoapps  Cloudtuider @ SDDC Mansger @ veenter1 [ Imported

Kubernetes CLI Tools

Kubectl + vSphere plugin

Download the CLI tools package to view and control Namespaces

invSphere. LEARN MoRe (7

SELECT OPERATING SYSTEM v

CLI PLUGIN LINUX &

Checksum CLI plugin Linux &

Get started with CLI Plugin for vSphere

Kubernetes CLI tool lets you manage your namespaces. Below are a few steps that

will help you get started

1. Verify that the SHA256 checksum of vsphere*-plugin.zip matches the checksum in
the provided file sha256sum.txt. Run command: shasum --algorithm 256 --check
sha256sum.txt < vsphere*-plugin.zip IFjcopy and look for "OK" in the results

2. Put the contents of the zip file in your OS's executable search path.

3. Run command: kubectl vsphere login --server=<IP_or_master_hostname>[]copy
to log in to server.

4. Run command: kubectl config get-contexts [copy to view a list of your
Namespaces.

5. Run command: kubectl config use-context <context> []copy to choose your

default context.
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Conclusion

VMware has certified the enablement of VMware vSphere with Kubernetes on the
management domain. With this change, you can now deploy the VMware Cloud Foundation
consolidated architecture and enable vSphere with Kubernetes directly on the
management domain.

Also with this change, you can now get started with as few as four hosts and can easily
scale up to the Cloud Foundation workload domain configuration maximums.

In this paper, we provided an overview of the steps required to enable vSphere

with Kubernetes on the Cloud Foundation management domain. To learn more about
Cloud Foundation and to browse our library of interactive click-through demos, visit
the Cloud Foundation Resource Center.
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