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Disclaimer

« This presentation may contain product features or functionality that are
currently under development.

 This overview of new technology represents no commitment from VMware
to deliver these features in any generally available product.

- Features are subject to change, and must not be included in contracts,
purchase orders, or sales agreements of any kind.

 Technical feasibility and market demand will affect final delivery.

- Pricing and packaging for any new features/functionality/technology
discussed or presented, have not been determined.

« This information is confidential.

The information in this presentation is for informational purposes only and may not be incorporated into any contract.
There is no commitment or obligation to deliver any items presented herein.
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vSphere 6.7

Efficient and Secure Platform for your Hybrid Cloud

/o
&

Simple Comprehensive Universal Seamless hybrid
management at built-in security application cloud experience
scale platform
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MANAGEMENT

e
vCenter Server Appliance Install

Lifecycle i. E'.!'El

Migrate
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vCenter Server Appliance Overview

Quick provisioning virtual machine

No operatingsystem / databaselicenses

vCenter Server

Unified patching / updating Application

Single point of support

Pre-tuned database PostgreSQL
Database

PhotonOS

Operating System
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MANAGEMENT

Installation

Updated Clarity Ul

vm - Stage 1: Deploy appliance

Removal of SSO ”Site” for
embedded deployments

1 J SN AN Q Embedded Linked Mode
;Lig)‘;c _/]\_ W' [— support
Batch CLI available
Install Upgrade Migrate Restore

G =& [
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vCenter Server with Embedded PSC and ELM

Simplified Architecture

, , Enhanced Linked Mode
vSphere SSO domain w/ Enhanced Linked Mode

Greenfield deployments

Platform Services

Platform Services .
Supports maximums scale

|
|
|
|
i
[@] | No load balancer
|
|
| VCHA supported
|
|
|
|
|
|
|
|
|
|
|
|
|

Controller Controller
< } vCenter

Server

[

vSphere maximum =15

Site boundaryremoved

o

*vCenter Server Appliance Only*
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vSphere 6.7 Upgrade / Migration Paths

Source | Destination | Upgrade Path
vSphere 5.5 (any) vSphere 6.7 Not Supported
vSphere 6.0 (any) vSphere 6.7 Supported

vSphere 6.5-6.5 U1 vSphere 6.7 Supported

vSphere 6.5 U2 vSphere 6.7 Not Supported

vmwa re® Confidential | ©2018VMware, Inc. 3
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Migration

vm Migrate - Stage 2: vCenter Server Appliance

Y i Select migration data

Select the data that you want to copy from the source vCenter Server for Windows
2 Connect to source vCenter Se...

I AR The data sizes shown below represent only the data that will be copied to the target

rver. It does not correspond to the actual size of your data on the source server. The

dentity of the server will also be copied and the source server will remain unchanged.

4 Select migration data

5 Ready to complete Configuration (2.67 GB) Estimated downtime: 33 minutes

Configuration and historical data (events and tasks) (2.77 GB)
* Configuration and historical data (events, tasks and performance metrics) (2.77 GB)

* Import historical data in the background. Estimated downtime: 34 minutes
vCenter Server Appliance will start once the configuration data has been imported.
The historical data will will be imported in the background. During this time, the

performance of vCenter Server Appliance might not be optima

Import all data now. Estimated downtime: 37 minutes

rCenter Server Appliance won't start until all data has been imported from vCenter

<

w

CANCEL BACK NEXT
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MANAGEMENT

Selective data import
Deploy & import all data

Deploy & import data in the
background

Estimated downtime

Resume and pause data import from
the VAMI

Support for custom ports

Automation from the CLI




Migration — Data Import Pause / Resume

vSphere Appliance Management Interface

Historical Data Import

Historical Data Import

Vmwa re3 Confidential | ©2018VMware, Inc. 10



MANAGEMENT

vCenter Server Appliance
Monitoring & Management
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Streamlined Monitoring

vSphere Appliance Monitoring

vm Appliance Management Mon 03-12-2018 08:56 PM UTC i English ~ Help * Actions ~ Logout
Built in monitoring:
C P U Summary CPU & Memory Disks Network Database
Monitor Mar 12, 2018, 12:56:09 PM - Mar 12, 2018, 1:56:09 PM Last hour (&
Memory
Access CPU
Network 100
Networking
DINS , 2
Time o
o
-E 50
ot
Services 5
. . G
All monitoring under one tab
Update
0
1:00 PM 1:05 PM 1:10 PM 1:15 PM 1:20 PM 1:25 PM 1:30 PM 1:35 PM 1:40 PM 1:45 PM 1:50 PM 1:55 PM

Administration

VCSA Services included

Syslog Memory
100
Syslog forwarding now supports up R
g
to 3 remote syslog servers >
£ 50

Vmwa re: Confidential | ©2018 VMware, Inc.
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Streamlined Monitoring
vSphere Appliance Monitoring

MANAGEMENT

vm Appliance Management Tue 03-13-2018 08:58 PM PDT i English - Help ~ Actions ~ Logout
Built in monitoring:
CP U Summary CPU & Memory Disks Network Database
Monitor
Disk Partition Utilization
Memory
Access Hard disk 1 root ] 51.4% of 10.6 GB
Network _ _
Networking Hard disk 2 none Not available
D | S kS Hard disk 3 swap Used Space - 9.7 GB 1.4% of 26.0 GB
Time Available Space - 25.1 MB
Hard disk 4 core Total Space - 9.7 GB 0.1% of 49.1 GB
Services .
. . Hard disk 5 log “ 99.7% of 9.7 GB
All monitoring under one tab
Update Hard disk 6 db | 0.9% of 9.7 GB
VCSA S ) included Administration Hard disk 7 dblog [ 0.6% of 14.6 GB
eer Ces I n C u e Hard disk 8 seat | 0.3% of 24.5 GB
Syslog
Hard disk 9 netdump | 0.1% of 984.0 MB
Syslog forwardi t
yS Og orwar Ing now Suppor S Up Hard disk 10 autodeploy | 0.2% of 9.7 GB
to 3 remote SYSlOg Servers Hard disk 1 imagebuilder | 0.2% of 9.7 GB
Hard disk 12 updatemagr | 0.1% of 98.3 GB
Hard disk 13 archive | 0.3% of 49.1GB
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Streamlined Monitoring
vSphere Appliance Monitoring

MANAGEMENT

vm Appliance Management Mon 03-12-2018 08:46 PM UTC i English - Help ~ Actions ~ Logout
Built in monitoring:
CP U Summary RESTART STOP
Monitor Name Startup Type Health State
Memory
ViMware Performance Charts Service Automatic Healthy Started
Access
N etWO rk ViMware PSC Health Automatic Healthy Started
Networking
VMware Postgres Automatic Healthy Started
BIN'S : _ _ _
Time Appliance Management Service Automatic Healthy Started
VMware HTTP Reverse Proxy Automatic Healthy Started
Services
All monito ring under one tab VSAN health Service Automatic Healthy Started
Update
° VMware vSphere Web Client Automatic Healthy Started
. . Administration ImageBuilder Service Manual Stopped
VCSA Services included
License Service Automatic Healthy Started
Syslog
VMware vCenter-Services Automatic Healthy Started
H Backup
Sy5| Og fo rwa rd | ng n OW Su p pO rts u p Content Library Service Automatic Healthy Started
tO 3 rem Ote SySl Og servers VMware vSphere Profile-Driven Storage Service Automatic Healthy Started
VMware vSphere ESXi Dump Collector Manual Stopped
VMware Analytics Service Automatic Healthy Started
VMware Postgres Archiver Automatic Healthy Started
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Improved Alerting

MANAGEMENT

/\ There are vCenter Server systems with expired or expiring licenses in your inventory. | MANAGE YOUR LICENSES ' [ DETAILS |

vm vSphere Client

8 © 3 vcsa-sfo-Olcpbulab = actionsw

] vesa-sfo-Ol.cpbu.lab Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks Linked vCe

w |ssues and Alarms
All lssues ACKNOWLEDGE RESET TO GREEN
Triggered Alarms

 Tasks and Events Alarm Name T Object v Object type - Severity -

Tasks ° Log Disk Exhaustion on vcsa-sfo-01 [ vesa-sfo-Ol.cpbu.lab Folder @ CRITICAL
Events

Sessions

Security

Health

Memory Disk CPU

Warning 85%
Critical 95%

Warning 75% Warning 75%
Critical 85% Critical 90%

»

Recent Tasks Alarms
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Syslog

MANAGEMENT

Create Forwarding Configuration

Specify forwarding configuration for remote syslog servers (no more than three).
Server Address Protocol Port

_ 10.158.137.12 _ TLS _ _6514
_ 10.158.137.13 _ TCP _ _601

10.158.137.14 UDP 514

CANCEL SAVE

V‘T‘Ware3 Confidential | ©2018VMware, Inc. 16




Robust Backup

Native vCenter Server Appliance Backup

MANAGEMENT

vm Appliance Management Mon 03-12-2018 10:41 PM UTC ) English - Actions ~ Logout

Backup Management

® SCh ed u | ed BaCku p Summary (D Before taking a backup, a backup server must be set up and configured such that the appliance has access to it. The protocols supported for backup
. . are FTPS, HTTPS, SCP, FTP and HTTP.
Retention option Monitor
BaCkup aCt|V|ty Accoss Backup Schedule EDIT DISABLE DELETE
- Status Enabled
. Networking )
Ve rIerS VCSA State Schedule Daily , 10:40 P.M. Etc/UTC
Time Backup Location ftp:/10.159.13.53/backup/aus

Supports VCSA & PSC appliances - o Backup data : f*ﬂtS-tE"E“tsr-ja”":a‘-‘“st_
- nventory and configuration

embedded & external

deployments

Update Number of backups to retain Retain all backups

Administration

Activity

S u p p O rted P rOtO C O I S I n C | u d e : Sysios Backup Location T Type T Status T Data Transferred v Duration T End Time T
° HTTP/S 25 > ftp:/10.159.13.53/backup/a... Scheduled Complete 199.95 MB 00:0014 Mar 12, 2018, 3:23:18 PM
C SCP > ftp:/10.159.13.53/backup/a... Manual Complete 199.94 MB 00:0014 Mar 12, 2018, 3:19:39 PM
° FT P/S > ftp:/10.159.13.53/backup/a... Scheduled Complete 195.98 MB 000018 Mar 12, 2018, 3:30:22 PM
> ftp:4/10.159.13.53/backup/a.. Scheduled Complete 200.02 MB 00:00:14 Mar 12, 2018, 3:40:18 PM
> ftp:/10.159.13.53/backup/a... Manual Complete 199.97 MB 00:00:16 Mar 12, 2018, 3:16:59 PM
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Simple Restore

Restore directly from VCSA ISO Browse Files

Select a valid backup folder containing a backup-metadata.json. @

Browse Restore Files

The backup folders follow the following
structure:
(Folder Name) / vCenter / sn_(System

External PSC restore not supported Name) / (M (Manual) or S

(Scheduled))_(version)_(timestamp)_

when replication partners are (Base64 encoded description)
available FJ vcenter

] sn_vcsa-ey-Ol.cpbu.lab

FJ M_6.7.0.10000_20180312-221643_

Embedded Linked Mode Supported
with reconciliation

] M_6.7.0.10000_20180312-221924_
F] S_6.7.0.10000_20180312-222304_

7 S_6.7.0.10000_20180312-223003_
Retalns VCSA Identlty 3 $_6.7.0.10000_20180312-224003_

I CANCEL ‘ SELECT

Vmwa res Confidential | ©2018 VMware, Inc. 18




Flexible Patching & Update

vm Appliance Management Thu 03-29-2018 08:35 PM UTC

Summary
Monitor
Access
Networking
Time

Services
Update
Administration
Syslog

Backup

vmware

Current version details
Appliance Type

Version

Available updates (Last Checked Mar 29, 2018, 12:00:00 PM)

@ English

Help v Actions Logout

SETTINGS

vCenter Server with an embedded Platform Services Controller

6.7.0.10000

@ Updates and patches are cumulative. The most recent update or patch in the table below will contain all previous patches.

STAGE ONLY STAGE AND INSTALL
Version
© > 67
> 6.7.
> 6.7.
> 6.7.

Confidential | ©2018 VMware, Inc.

Type

Upgrade

Fix

Fix

Fix

Y Reboot Required Y

No

No

Yes

Yes

CHECK UPDATES v

X
Severity Y
Critical
Moderate
Important
Critical
4 Items

MANAGEMENT

Staging options
— Stage only
— Stage & Install

Selectable Updates

Monthly Patches

Updates Options
— CDROM
— CDROM + URL

19



MANAGEMENT

vCenter Server Appliance
CLI Tools

LF
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PSC Repoint

. @ Terminal — ssh root@vcsa-hou-01

Command> cmsso-util --help
usage: cmsso-util [-h] {unregister,reconfigure,repoint} ...

Reconfigure from an embedded to
external deployment

Tool for orchestrating unregister of a node from LS, reconfiguring a vCenter
Server with embedded PSC and repointing a vCenter Server to an external PSC in
same as well as different domain.

Repoint vCenter Server to a PSC
inter-site and across sites

positional arguments:
{unregister,reconfigure,repoint}

unregister Unregister node. Passing --node-pnid will unregister
solution users, computer account and service
endpoints. Passing --hostId will unregister only
service endpoints and solution users.

reconfigure Reconfigure a vCenter with an embedded Platform
Services Controller(PSC) to a vCenter Server. Then it
repoints to the provided external PSC node.

repoint Repoints a vCenter with an external Platform Services
Controller(PSC) to the provided external PSC node.

External Deployments

Decommission

cmsso-util

optional arguments:
-h, --help show this help message and exit

mwa re: Confidential | ©2018VMware,Inc. 51
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Domain Repoint

.
]

Terminal — ssh root@vcsa-sfo-01.cpbu.lab

~ cmsso-util
usage: cmsso-util [-h] {unregister,reconfigure,repoint,domain-repoint} ...

Consolidate vSphere SSO Domains

Tool for orchestrating unregister of a node from LS, reconfiguring a vCenter
Server with embedded PSC and repointing a vCenter Server to an external PSC in
same as well as different domain.

Migrates Tags, Licenses, Categories,
Global Permissions

positional arguments:
{unregister,reconfigure,repoint,domain-repoint}

unregister Unregister node. Passing --node-pnid will unregister
solution users, computer account and service
endpoints. Passing --hostId will unregister only
service endpoints and solution users.

reconfigure Reconfigure a vCenter with an embedded Platform
Services Controller(PSC) to a vCenter Server. Then it
repoints to the provided external PSC node.

repoint Repoints a vCenter with an external Platform Services
Controller(PSC) to the provided external PSC node.

domain-repoint Repoint vCenter Server from one Platform Services
Controller to another Platform Services Controller in
a different domain. The repointing operation will
migrate Tags, Authorization, License data to another
Platform Services Controller.

Pre-check option

External Deployments

cmsso-util domain-repoint

optional arguments:
-h, --help show this help message and exit

mwa re: Confidential | ©2018VMware,Inc. 5



Domain Repoint Pre-Check

Resolve conflicts prior to domain repoint
Conflict*.json

All_Privileges.json

All_Roles.json

All_TagCategories.json

All _Tags.json

mwa re: Confidential | ©2018VMware,Inc.

. & Terminal — ssh root@vcsa-sfo-01.cpbu.lab

The repoint service migrates License, Tags, Authorization data from one
Platform Services Controller to another.

WARNING: Global Permissions for the source vCenter Server system will be lost. The
administrator for the target domain must add global permissions manually.
Source domain users and groups will be lost after the Repoint operation.
User 'administrator@vsphere.local' will be assigned administrator role on the
source vCenter Server system.

The default resolution mode for Tags and Authorization conflicts is Copy,
unless overridden in the conflict files generated during pre-check.

Solutions and plugins registered with vCenter Server must be re-registered.

vCenter Server details in target Platform Services Controller are not provided.
Tags/Authorization conflicts will not be checked.

Before running the Repoint operation, you should back up or take snapshots
of all nodes including external databases. You can use backups and

snapshots to revert the changes in case of failure. By using the Repoint tool
you agree to take the responsibility for creating backups or taking
snapshots, otherwise you should cancel this operation.

Repoint Node Information
Source Platform Services Controller: psc-sfo-01.cpbu.lab
Target Platform Services Controller: psc-nyc-01.cpbu.lab

Starting License pre-check ... Done
Starting Tagging Data export ... Done
Starting Authz Data export ... Done
Confl i torage/domain-data/Conflict json

Pre-checks successful.

lict data, if any, can be found under /s




CLI Batch Operations

® @ Terminal — -bash

eyounis-mac-01:mac eyounis$ ./vcsa-deploy install --accept-eula --no-ssl-certificate-verification
Users/eyounis/Documents/BatchUep Loy

Run the installer with "-v" or "--verbose" to log detailed information

Updating log file location, copying '/var/folders/gz/47fbon_wl6_1_klyc7pq8ddy80000gn/T/vcsaClilnst

aller-2018-03-13-23-52-yewibeaz/vcsa-cli-installer.log' to desired location as a backup: '/var/fo

lders/gz/47fén_wl6_1_klyc7pq8ddy80000gn/T/vcsaClilnstaller-2018-03-13-23-52-yewibeaz/workflow_152

0985166398/vcsa-cli-installer.log.bak’

Workflow log-dir

/var/folders/gz/47f6on_wl6_1_klyc7pq8ddy8000@gn/T/vcsaClilnstaller-2018-03-13-23-52-yewibeaz/workf

low_1520985166398

Supports vCenter Server
lifecycle

* Install

* Upgrade

* Migrate

Deploy multiple single
instances or in sequence

Command line arguments verfied.
[SUCCEEDED] Successfully executed Task 'CLIOptionsValidationTask: Executing CLI optionsValidatio
n task' in
TaskFlow 'template_validation' at 23:52:46
================[START] Start executing Task: To validate the syntax of the template. at 23:52:4

Point to a single directory
containing json files

Example json scripts
included in VCSA ISO

Template syntax validation for template '/Users/eyounis/Documents/BatchDeploy/ELM-01.json' succee
ded.
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MANAGEMENT

vSphere Client (HTML5)
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vSphere Client Feature Parity

Now 95% feature parity

vSphere Client Menu v Q, searct & (?)v  Administrator@VSPHERE.LOCAL v &

vSphere Update Manager Shortcuts

Inventories

Content L|bra ry osts and Clusters A :i ‘\\ L E'—llil

Ms and Templates t l ‘ =V |

Hosts and VMs and Storage Networking Global Linked
Clusters Templates Inventory Domains

VSA N etworking Lists

pntent Libraries

lobal Inventory Lists

vRealize Operations Monitoring

plicies and Profiles >

i i v . =) A,
Realize Operations v ‘_g Lk | E
StO ra ge POI ICles Task Console Event VM VM Storage Host Profiles Update

dministration Console Customization Policies Manager

bdate Manager Specifications

Host Profiles

Administration

vDS Topology Diagram

hgs & Custom Attribu... "

Licensing

Licensing Pw Search

More....

»

Tasks Alarms
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Platform Services Controller
vSphere Client

MANAGEMENT

vm vSphere Client Menu 1 & (?) v Administrator@VSPHERE.LOCAL v

Administration

PSC UI nOW included in + Access Control
VSphere Cllent Roles LOCKOUT POLICY | TOKEN POLICY

Global Permissions

Policies Identity Sources Active Directory Domain Login Message Smart Card Authentication

~ Licensing A set of rules and restrictions on the format and expiration of Single Sign-On user passwords
Configuration Tab Ucenses Ao R =
d . ~ Solutions o oth
° escription
Identity Sources Clent Plug-Ins
. . . - Maximum lifetime Password must be changed every 90 days
Active Directory Domain Deployment
P | . Customer Experience Im... Restrict reuse Users cannot reuse any previous 5 passwords
olicies ~ Single Sign On .
Maximum length 20
Log|n Banner Users and Groups -
Configuration Minimum length 8
Sma rt Ca rd Conflgu ratlon ~ Certificates Character requirements At least 1 special characters

At least 2 alphabetic characters
At least 1 uppercase characters
At least 1 lowercase characters

Certlficate M a nagement At least 1 numeric character

Identical adjacent characters: 3

Certificate Management

»

Recent Tasks Alarms
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vm vSphere Client

vRealize Operations Plugin

MANAGEMENT

a} Home

% Shortcuts

Hosts and Clusters
VMs and Templates
5] storage

5 Networking

I:I Content Libraries

|:_—"; Global Inventory Lists

Policies and Profiles

[#) vRealize Operations

(& Administration
% Update Manager

Tasks
(g Events

< Tags & Custom Attribu...

4 New Search

E:I vRealize Operations is not present!

It looks like vRealize Operations is not configured to work with this vCenter.

Why do | need vRealize Operations?

Application-aware monitoring across SDDC and multiple clouds

Centralize IT operations management of SDDC and multi-cloud
environment, accelerate time to value and troubleshoot smarter with
native integrations, unified visibility from applications to infrastructure

health and actionable insights combining metrics and logs

Automated and proactive workloads management

Simplify and streamline IT operations with fully automated

management of infrastructure and applications performance, while

retaining full control. Automatically balance workloads, avoid contention

amd enable proactive detection and automatic remediation of issues

and anomalies before end users are impacted.

Cloud Planning, capacity optimization and compliance

Correlate operational and cost insights to accelerate cloud planning
decisions, control costs and reduce risk. Optimize cost and resource
usage through capacity management, reclamation and right sizing,
improve planning and forecasting and enforce IT and configuration

standards.

and many more!

VIEW ALL USE CASES

INSTALL l CONFIGURE EXISTING INSTANCE

Recent Tasks Alarms

»

vmware
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MANAGEMENT

vSphere Lifecycle
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Update Manager Web Client Interface (HTML5)

Critical milestone achieved for vSphere Client

vSphere 6.7 marks the first release of the Update Manager HTMLS5 interface A,
The new interface exhibits a clean design and an optimized workflows Uodat
pdate
M
vSphere Web Client is still available and required for the following: Srees

» Update Manager configuration changes
 VMware Tools & VM Hardware updates
» Viewing Events and Notificationsfrom the Update Manager interface

* Indicatingwhich hosts are Quick Boot capable or disabling Quick Boot
— Quick Boot will still be used when updating compatible hosts

mwa re@ Confidential | ©2018VMware, Inc.
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vmware

vim vSphere Client

Update Manager — Main Interface
Create baselines, upload patches, extensions, and ESXi images

MANAGEMENT

Admini

@} Home
4% Shortcuts

Hosts and Clusters
¥ VMs and Templates

] storage

' Networking
Content Libraries
[Z5 Global Inventory Lists

Policies and Profiles

(®) vRealize Operations

(Zs Administration

O Update Manager

E] Tasks
[g Events

{7 Tags & Custom Attributes

4, New Search

Update Manager

Home Baselines Updates ESXiimages

NEW ~

R

Baselines and Baseline Groups
() Upgrade to 6.7 7797198
() Install EMC NAS
() Non-Critical Host Patches (Predefined)
() Critical Host Patches (Predefined)

o Cisco UCS Graup

Confidential | ©2018VMware, Inc.

Content
Upgrade
Extension
Patch
Patch

Group

Type

Custom

Custom

Predefined

Predefined

Custom

T Last Modified T
3 weeks ago
3 weeks ago
3 weeks ago
3 weeks ago

3 weeks ago

5 Baselines and Baseline Groups

31



Update Manager — Updates Tab

Check status or remediate hosts and clusters

vm vSphere Client

Menu ~

MANAGEMENT

Administra

b 8 @€

v [[] vesa22.veritical.com
« [R WEST
» AppServices
v Development

[0 host75.vcritical.com
[0 host76.veritical.com
[ host77.vcritical.com
[0 host78.vcritical.com
[0 host79.vcritical.com
[0 host80.vcritical.com
[0 host8l.vcritical.com

[0 hostaz2.vcritical.com

v WebApps

vmware

[ webappSi.veritical.c...
[ webapp52.vcritical.c..
[ webapp53.veritical.c...
[ webapp54.vcritical.c..
[ webapp55.veritical.c...
[ webapp56.vcritical.c..
[ webapp57.veritical.c..
[7l webapp58.vcritical.c..

Development | AcTions
Summary Monitor Configure
8 Hosts
8 with 6.7.0
ATTACH

Attached Baselines

Install EMC NAS

Upgrade to 6.7 7797198

Confidential | ©2018VMware, Inc.

Permissions

Hosts

VMs

Datastores

) All Hosts Compliant

CHECK COMPLIANCE

Compliance

-

o

4 Compliant

’&

0

4 Compliant

p

Networks

(last check 22 hours ago)

T

Content

Extension

Upgrade

Updates

& All Hosts Can Remediate

NoO failed check(s) on any host

No failed check(s) on the cluster

PRE-CHECK REMEDIATION (last check 2 days ago)

GO TO UPDATE MAMNAGER HOME

T Type T Last Modified T
Custom 3 weeks ago
Custom 3 weeks ago

32



Update Manager Workflow Micro Demo

See the new VUM interface in action during a cluster upgrade

A cluster of ESXi 6.5 hosts will be upgraded to ESXi 6.7
» Attach baseline, check, remediate

Observations
» Statusof hosts in the cluster is clearly displayed
* The pre-check is now a separate operation
* The remediationwizard is simplified and requires minimal user interaction
» Settings are visible but cannot be edited during remediation

Takeaway
» vSphere administratorswill be more efficient when updating hosts

mwa re@ Confidential | ©2018VMware, Inc. 33



Update Manager Workflow Micro Demo MANAGEMENT
Cluster Upgrade

vm vSphere Client Menu v

8 2 AppServices | AcTions~

v [l AppServices Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates
[0 ro9M.veritical.com

D rO912.veritical.com Total Processors: nz CPU Free: 207.83 GHz
Total vMotion Migrations: 261 .
Usad: 37.92 GHz Capacity: 245.76 GHz

.ﬂ k Memary Free: 471.25 GB

Used: 291.4 GB Capacity: 762.65 GB

[0 rog913.vcritical.com
[0 rog9i4.veritical.com
£ control01

ﬁ proce 55101 Storage Free: 267 TB
3 processio2
3 processio3
3 processiog
3 processios
3 processios Balanced ~

T

T Compliance
{p processio? (d_ o

ﬁ process108 Precheck Remediation Some Hosts May Mot Remediate (last
Migration automation level: Fully Automated

Used: 143.84 GB Capacity: 281 TB

vSphere DRS ~ Update Manager ~

ﬁ process10% State check just now)

ﬁ processilo Migration threshold: Apply priority 1, priority 2, priority 3,

priority 4, and priority 5
3 processill recommendations. CHECK COMPLIANCE PRE-CHECK REMEDIATION
ﬁ process1i2 Power management automation level: Off

ﬁ process113 DRS recommendations: o]

3 processil4 DRS faults: 0 N

Tags
3 processiis
ﬁ process1lg Assigned Tag Category Description

3 processil7 Related Objects v

3 processia

¥ processig Cluster Consumers v
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Rebooting VMware ESXi Hosts

What’s the big deal?

Modern datacenter servers take significant time to reboot
 Self tests, device initialization, physical memory testing, etc.

Host updates typically require at least one reboot
* Major version upgrades have required pre- and post-upgrade reboots

Update Manager is used to patch or upgrade clusters
» Zero downtime for applications, when DRS is enabled
« Start-to-finish cluster update time still lengthy

Customers may choose to restrict host updates to defined maintenance windows
* Change control, policy compliance, or other non-technical requirements

Task Mame w Target e Status e
Initiate host reboot D rO9Mvcritical.com v Completed
Vmware@ Confidential | ©2018VMware, Inc. 25



VMware vSphere 6.7 Optimizes Host Reboots

Two different ways to reduce host downtime during updates

Single Reboot Upgrade Quick Boot
» Applies to ESXi 6.5 hosts » Applies to ESXi 6.7 hosts
 Faster upgrades to ESXi 6.7  Faster patching of ESXi 6.7 hosts

Helps customers get to Minimize maintenance time

vSphere 6.7 faster when patching vSphere 6.7

Vmwa rej Confidential | ©2018VMware, Inc. 26



Single Reboot for Major Version Upgrades

Eliminate multiple reboots when upgrading hosts from ESXi 6.5t0 6.7

Update Manager upgrades hosts to the latest major version of ESXi
* The destination version must be the current vSphere version, not an older release

Major version upgrade workflow
* Upload anISO image and create an upgrade baseline
» Attach the baselineto a vSphere cluster, scan, and remediate

In VMware vSphere 6.5 and earlier, hosts are rebooted before and after the upgrade
* Two reboots per host

VMware vSphere 6.7 is optimized for faster upgrades, and eliminates the first reboot
« Applicableto 6.5 2 6.7 upgradesonly
* 6.0 hosts still reboot twice

Nothing to configure, single reboot is used automatically

mwa re@ Confidential | ©2018VMware, Inc.
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Single Reboot Micro Demo Introduction

Featuring the new HTML 5 Update Manager interface

Two 8-node clusters undergoing upgrades to VMware ESXi 6.7
* WebApps: VMware ESXi 6.0

* Development: VMware ESXi 6.5

Observations

* The 6.5 cluster finishes upgrading all 8 hosts in just over halfan hour
— The 6.0 cluster is still upgrading the third host

* The 6.0 cluster completesthe 8 host upgrade after almost two hours

Takeaway

* Majorversion upgrades are up to 4x faster
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vm vSphere Client Menu

o @ 8 8

v [5] vesa22.veritical.com
~ [ WesT

v [T Development
[] host7s.veritical.com
|:| host76.veritical.com
[] nost77.veritical.com
[] nost78.veritical.com
[] nost79.veritical.com
|:| hostBO.veritical.com
|:| host8l.vcritical.com
[] nostaz.veritical.com

v [T webApps
[] webapps1.veritical.com
[[] webapp52.veritical.com
|—"= webapp53.veritical.com (Disco..
|:| webapp5b4.veritical.com
|:| webapp535.veritical.com
|:| webapp36.veritical.com
|:| webapp57.veritical.com

|:| webapp58.veritical.com

Recent Tasks Alarms

Single Reboot Micro Demo

Development | acTions~
Summary Monitor Configure
8 Hosts
8 with 6.7.0
L3
ATTACH

Attached Baselines

Upgrade te 6.7 7797198

Permissions Hosts VMs Datastores

All Hosts Compliant

CHECK COMPLIANCE (last check 58 minutes

2go)

Compliance T Content

&) Compliant Upgrade

Metworks Updates

All Hosts Can Remediate

MNo failed check(s) on any host

MNo failed check(s) on the cluster

PRE-CHECK REMEDIATION (last check 38

minutes ago)

GO TO UPDATE MANAGER HOME

Last Modified

Custom 2 weeks ago

»

vmware
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Quick Boot
Restart the VMware ESXi hypervisor without rebooting the physical hardware

Quick Boot can can make a big impact on datacenter operations!

 When a reboot is necessary, devices are shut down and the hypervisor restarts
« Hardwareinitialization and memory tests are not performed

» Improves host availability and shortens maintenance windows

Requirements

« Supported server hardware (current: short list of Dell and HPE systems)

* Nativedevice drivers only —no vmklinux driver support
» Secure boot not supported

Host Settings

Allow Quick Boot Yes
VM Power state

Disable removable media devices that might prevent a host from entering maintenance mode

Mo

mwa re® Confidential | ©2018VMware, Inc. 20
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Quick Boot Micro Demo Introduction

Faster host reboot after installation of the EMC NAS VAAI extension

Two HPE hosts running VMware ESXi 6.7
* One is using default configuration with Quick Boot enabled
* One has Quick Boot manuallydisabled
* VUM initiated installation of an extension that requires a reboot

Observations

* The Quick Boot host unloads drivers and restarts VMware ESXi
* The traditional server reboot includes hardwareinitialization
» Quick Boot host is ready for use while the other is still loading ESXi from disk

Takeaway
 When hosts need to reboot, Quick Boot reduces the maintenance window requirement

mwa re@ Confidential | ©2018VMware, Inc.
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Quick Boot Demo

WA i 6. 7.8 (VHK 1 Belease Build B169922) Whuare ESXi B.7.8 (WAKernel Belease Build 51699

Dell Inc. PowerEdge

Dell Inc, Powergdy

20 PU B 2

Shutting dosn device drivers ... Shutt ing dosn A's ...

1L i5 safe o wse i resel o pouer button to reboot .

£ ermsveiol

vmware

Recent Tasks Alarms v
Task Name ~  Target ~  Status ~ Initiator ~  Start Time .| ~ Completion Time ~
Initiate host reboot El s0712vceritical.com v Completed comymwarevcintegrity 04/27/2018, 412113 PM 04/27/2018, 412113 PM

Initiate host reboot |j s0713vcritical.com v* Completed comvmwarevcintegrity 04/27/2018, 412113 PM 04/27/2018, 412:13 PM

Enter maintenance mode El s0712vceritical.com v Completed comymwarevcintegrity 04/27/2018, 412113 PM 04/27/2018, 412113 PM

Enter maintenance mode |j s0713vcritical.com v* Completed comvmwarevcintegrity 04/27/2018, 412113 PM 04/27/2018, 412:13 PM

All E More Tasks

Confidential | ©2018VMware, Inc.
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Host Profiles Web Client Interface (HTMLS5)

Initial release of Host Profiles Ul offers basic capabilities

Actions - esxiB7-nas

Minimum Viable Product (MVP) for Host Profiles

. Check Host Profile Compliance
* Focused around base operational tasks y

: e : [ Copy Settings | [ Extract Host Profile...
Primary capabilities in this release

 Create/update profiles from a host H7 Duplicate Host| [

 Edit host customizations 13 Export Host Pre s Change Host Profile...

* Check compliance B

.« Remediate ¢ &h Remediate... &

@ Edit Host Custd m_ petach Host Profile

X Delete

&5 Check Host Profile Compliance

Reset Host Customizations

g Export Host Customizations...

g Edit Host Customizations...

mwa re® Confidential | ©2018VMware, Inc. 43




Virtual Hardware Compatibility Level

MANAGEMENT
VM Hardware

vSphere 6.7 brings forth VM hardware version 14

Primarily HW 14 adds support for security and application technologies:
* VBS, vTPM, viIOMMU

 vVPMEM, updatesto vVRDMA and vNVMe,
e per-VM EVC

Most resource maximums, such as VRAM and vCPUs stay the same
* Maximum virtual disks increased
~ 60 > 256

« New CPU enablement

Select a default virtual machine compatibility:

Compatible with: | ESXi 6.7 and later : O

Yirtual machines using hardware version 14 provide the best performance and
latest features available in ESXi 6.7,

vmware
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MANAGEMENT

Distributed Resource
Scheduler
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Superior Performance: vSphere 6.7 versus 6.5

2X

3X Reduction in memory usage

3X Faster DRS-related operations (e.g.
Power-On VM latency)

(All metrics compared at cluster scale
limits)

vSphere 6.5 vSphere 6.7

vCenter Server Operations Per Second

vmwa re® Confidential | ©2018VMware, Inc. 46




Initial Placement Engine revamped

DRS in vSphere 6.7 introduces new initial placement engine

VMs are placed faster and more evenly distributed across hosts in cluster

Hosts in Cluster 6.0 algorithm 6.7 Algorithm

Host 4 0 VMs 16

vmwa re® Confidential | ©2018VMware, Inc. 47
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Resource Distribution Enhancements

More frequent resource settings updates which allows DRS to react to resource changes faster.
Resource targets calculations are separated from load-balancing operations and run every minute

Resource pools aggressively distributes reserved memory amongst child-objects to act as buffer for
resource demand spikes

Resource pool resource demand calculation includes consumed memory in 6.7. memory entitlement in
previous versions is based on active memory. This aligns better vSphere DRS additional load-balancing
options “Memory Metric for load-balancing” that includes consumed memory for load-balancing
operations.

Vmwa rej Confidential | ©2018VMware, Inc. 18
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MANAGEMENT

vSphere with Operations @Ga
Management 6.7
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vRealize Operations Manager Plugin for vSphere Client

Available Out of the Box!

Integrates with vROps 6.7 Instances Automatically

Allows Users to Trial vROps Directly from vSphere Client

Six Dashboards Available
» vCenter Overview

» vCenter Cluster View

» vCenter Alerts

* VvSAN Overview
* VSAN Cluster View

« VSAN Alerts

Offers a Direct Link to the vROps Instance

vmware
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Menu

i} Home

& Shortcuts

Hosts and Clusters
[/ VMs and Templates
& storage

& Networking
Content Libraries

E: Global Inventory Lists

Policies and Profiles

[®] vRealize Operations

i Administration

S Update Manager

Tasks
Og Events

& Tags & Custom Attributes

Q, MNew Search

MANAGEMENT

Quick Links ~

vCenter
Overview
Cluster View

Alerts

VvSAN
Overview
Cluster View

Alerts

Open vRealize Operations

50



vCenter Server Overview Dashboard

An overview dashboard available within the vSphere Client

Easily Access:
« vCenter Overview
* Issues
» Alerts
» Capacity Constraints
» Reclaimable Resources
* VMs Running
» OS Distribution

 Cluster Configuration
- HA
— DRS

vmware

vRealize Operations

vcsaOl.corp.local

1

Datacenters
Are there any Issues?

@& No critical alerts

VIEW DETAILS

How many VMs are running?
89 VMs running

14 Powered off
13 idle

]

What is Operating System distribution?

116

Am | running out of Capacity?

Storage /

FIND OUT HOW

Are Clusters configured for HA?

MANAGEMENT

Quick Links v

What can be Reclaimed?

Are Clusters Workload Balanced?

0

&h Monitor your network using vRealize Network Insight

FIND OUT HOW

Confidential | ©2018VMware, Inc.

51




vCenter Server Cluster View Dashboard

An overview dashboard available within the vSphere Client

vRealize Operations

Demo  CHANGE CLUSTER v C  tastUpdated - 146 PM

Easily Access:
« High Level Cluster
Information 4 116 1 Yes Yes

Hosts Virtual Machines Datastores HA Enabiled DRS Enabled

e Alerts

* [ssues

e Ca paCIty Remaining AR SOt N Meamiee Realize tions he prioritize your alert Time remaining before Capacity runs out What can be Reclaimed?

« Reclaimable Resources O 2 et SR

. . @& No critical alerts
« Utilization Graph b &5 vemon © > 1year &5 vemon oce

° TOp N VMS fOfI @ Storage © >1year @ Stiicage 0.00 GB
— CPU Contention info
— Memory Contention

VIEW DETAILS

— Disk Latency

How is my Infrastructure Utilized? Top VMs facing CPU Contention Top VMs facing MEMORY Contention Top VMs facing DISK Latency

Based On CcPU

vmwa re® Confidential | ©2018VMware, Inc. 52
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vCenter Server Alerts Dashboard

An overview dashboard available within the vSphere Client

vRealize Operations

Easily Access: AlertLists (O Lost Updoted - 147 P
 Alert Counts
« Alerts by Severity

Following are vRealize Operations Alerts. Click HERE to manage alerts inside vRealize Operations.

® Alert |nf0rmat|0n Are there any Issues?
e Link to Manage @ O CRITICAL @ 0 IMMEDIATE 0 WARNING 0 INFO
Highest level Medium level Lowest level Informational purposes only

vROps Sourced
Alerts

Criticality T Alert Description Triggered On Created On Alert Type T Alert Sub Type T

Cluster has unbalanced workload Demo Mar 8, 2018 Virtualization/Hypervisor Alerts Performance

(V)

1-10of 1 alerts
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MANAGEMENT

Introducing vRealize @Ga
Operations Manager 6.7
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Refreshed Quick Start Guide MANAGEMENT
Fast Access to the Things You Need

vim vRealize Operations Manager

«  Quick Start

Quick Start
Operations Overview Optimize Performance Optimize Capacity Troubleshoot Manage Configuration ©

0

TOTAL SAVINGS OPPORTUNITY ISSUES USING

DASHEO

Assess Capacity ) Alerts — vSphere Compliance

Lu [» s sufficient capacity in @ Tr t by reviewing active alerts in |:Q Assess and Manage Compliance
C} Reclaim

e by reclaiming unused

Optimize Performance

Overview

Recommended Actions

Optimize Capacity

Overview x
x
Reclaim b4
{
:ﬁ_;

Workload Optimization

What-If Analysis

Troubleshoot

Virtual Machine

vSAN

Using Logs Optimization History
gphe% C-:::"rlpliar“-::e See completed optimization actions

A

Application Monitoring

& Virtual Machine

Host

[ Cluster

@ Virtual Machine = Distributed Switch

Assess Cost f Host

@ Cluster
@ Datastore

£ VSAN

VIEW MORE +
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New Capacity Overview Dashboard

New Look and Actionable Recommendations

Overview @ Q <
@ Denver-RD-DC (@O Denver-Prod PaloAlto-DC Denver-Test-DC
10 Weeks Remaining 14 Weeks Remaining 8 Weeks Remaining

until 1 cluster exceads capacity until 1 cluster exceeds capacity

Bangalore-Test-

EXPAND

Denver-RD-DC  exporT

(68 ve-hasaverylongandextendedname )

Time Remaining Reclaimable Capacity

0] at the critical level
1 cluster 5 $22,789 o

Patential Savings

480 vMs

Total Clusters With Reclaimable Resources

py —

2 clusters at the warning level

E Your datacenter also contains 15 hosts « that do not belong to a cluster. @
VIEW RECLAIMABLE VMs

Recommendations

Option 1
Reclaim Resources

You can increase your time remaining
to 14 weeks by reclaiming resources:

CPU: 400 GHz
Memory: 56 GB
Storage: 78 GB
RECLAIM RESOURCES

vmware

Confidential | ©2018VMware, Inc.

Consolidation

The available capacity
across your clusters is
the equivalent of

B 8 hosts ©

OR

MANAGEMENT

CPU * Memory Storage

10 Weeks remaining until memory runs out E

120%

80% -

60% -

40%

20%

0%

Past Month Projected 3 Months

Average: 44% (17.6 GB/40 GB) Remaining: 0% (0 GB/40 GB)
Peak: 58% (23.2 GB/40 GB) Peak: 110% (44 GB/40 GB)

Aug 30
(Now)

Option 2
Add Capacity

You can increase your time remaining
to 14 weeks by purchasing hardware:

Server: Dell PowerEdge T330
Quantity: 2
Cost/month: $1750

RUN SCENARIO
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New Reclaimable Capacity Dashboard MANAGEMENT
Quickly Realize Reclaimable Resources

Reclaim &

) DemoDC

=1 Year Remaining

(E) R Optimized
Cost Savings
ALL DATACENTERS

] DemoDC ( E vesaon )
How much you can potentially save. Total Reclaimable Capacity

Resource Reclaimable Capacity % Reclaimable

% 0/ s CPU 0 vCPUs

O/mo. W 68 vms

Cost Savings With Reclaimable Resources &% Memory 134 GB

= Dpisk space 4554 KB
Duration older than: ® v

Powered Off VMs (@i Oversized VMs

DELETE SNAPSHOT(S) EXCLUDE VM(5)

v [ Demo o/mo. B 45548
VM Name Cost Savings / mo | Reclaimable Storage Age
6960d0b5-5de0-4b1f-a31a-d595a7a90ch9 ?/mo. 45.54 KB 119 Days

1-1oflitems

’ SHOW EXCLUDED VMS ]
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Updated Workload Optimization Dashboard

Clean Interface to Make Sure Workloads are Happy

Workload Optimization

DemoDC

> 1¥Year Remaining

DemoDC

Optimization Recommendation

Status: ( Optimized

@

Your workloads are optimized according to
your settings.

Are your clusters meeting your utilization objective?

Name CPU Workload %
[ Demo |
n

vmware
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Placement Settings ("0 Tag Applied )

Utilization Objective: Moderate

IEIREININ

+ Avoid Performance Issues
+/ As Few Moves as Possible

EDIT SETTINGS

Memory Workload %

55% I

73%

( [E vesaol
Placement History
34 vMotions in last 24 hours
A
06:00 PM Mar 10 06:00 AM 12:00 PM
DRS Settings Migration Threshold
Fully Automated Default
1-1oflitems

20

ALL DATACENTERS

MANAGEMENT
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Workload Optimization Now Supports Tags

Control How Workload is Spread With vCenter Tags

vmware

& Workload Optimization

@ Cluster Headroom

o' Tag Based VM Placement

Move Status

v

Workload Automation Policy Settings

Move Me

v

Affected Policy: vSphere Solution's Default Policy (May 26, 2017 1:58:09 PM)

Select the criteria you would like to use for tag based placement of VMs. This policy will only move VMs to cluster with matching tags.

INCLUDE TAG Enable Prioritization c

Non-Prioritized Tags

Prioritized Tags

1 \ Move Status

Do Not Move Me )

2 (_ Move Status

Move Me

Warning: Changes to this policy will affect other containers.

N
)

Confidential | ©2018VMware, Inc.
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New DRS Summary View MANAGEMENT
High Level DRS Overview and Detailed vMotion History

Workload Optimization > DRS Summary

DRS Settings Cluster Balance History
Cluster Name Demo 400
Automation Level Fully Automated
g 300
&
Migration Threshold Default B
E 200
Active Memory Used False g _____________________________________
=
O 100
__,_—-—-—‘—-—-_..‘_‘_‘_‘-‘_‘__
o
04:30 PM 04:45 PM 05:00 PM 05:15 PM 05:30 PM 05:45 PM 06:00 PM 06:15 PM
— Total Imbalance  — - Tolerable Threshold
Recent vMotions DRS vMotion Details
20 — Date VM Source Destination Type
21728 PM WinApplicationO2 esx01.corp.local esx02.corp.local DRS
15 21728 PM WinApplications3 esx0l.corp.local esx02.corp.local DRS
e 517:28 PM LinuxApp51 esx04 . corp.local esx02.corp.local DRS
o
‘6 10 —
=
>
5 —|
o I . Ill []]
04:330PM 0S00PM 0530PM 06:00 PM
M DRsS Initiated [l User Initiated
1] 1- 3 of 3items
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New Workload Analysis and Projection Workflow
Accurately Analyze Potential Future Workloads

MANAGEMENT

vm vRealize Operations Manager Da rds Alerts Environment Administration

» | What-If Analysis

New Scenario

Add workload

—

0]

Use this scenario for expanding or adding an
application. Determine if the new VMs will fit into your
environment.

SELECT

Saved Scenarios

|:| Scenario Name Date Created Scenario Start & End Date

|:| Adding G4 Workload Mar 08, 2018 Aug 31, 2018 - Mar 01, 2019

Vmwa re3 Confidential | ©2018VMware, Inc. 61



Walking Through Adding New Workloads — Part 1
Workloads Modeled After Existing VMs or Specific CPU/RAM/Disk Usage

MANAGEMENT

vm vRealize Operations Manager Home

Add Workload

Adding Q4 Workload

Configure © Import from existing VM

eeeeeeeeeeeeeeeeeeeeeee

WinApplication01 24267 MHz 923.86 MB 13.69 GB 20

8/3118 i1 3/0119

(e ] (e
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Walking Through Adding New Workloads — Part 2

Analyze Current On-Premises Resources and Cloud Based Costs
Add Workload

Adding Q4 Workload EDIT >
Scenario  Add VMs Total to be Added 20 VMs
Date Aug 31, 2018 to Mar 01, 2019 CPU 454 GHz Memory 6.1 GB Storage 27379 GB
Add VMs to  DemoDC (vcsadl) ~ Demo ~

Private Cloud

The workload does not fit in Demo within your selected timeframe and would decrease your time remaining from >
1 Year to 174 days.

— @9 Peak CPU Memory Deficit Storage Deficit
[DJ Demo 17.22 GHz 12.52 GB 199.16 GB
Public Cloud
HYBRID CLOUD PUBLIC CLOUD
ﬁ VMware Cloud aws AWS
£ cosT 7 cosT
$93/month $2,235/month
LEARN MORE LEARN MORE
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MANAGEMENT

vSphere 6.7 RESTful APls

7S
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vSphere RESTful APIs

Newly Added APIs

- Appliance API « vCenter - CIS
* BackupJob Scheduling * New Deployment Methods * Batch Activity Support
* Restore Job Creation  Compute Policiesand * Task Management
« Granular Service Control Capabilities
«  New Update Workflows * Storage Policies
—  Policy Handling « VM CloningTasks ) Content Library
- Steeins * vMotionSupport «  Configuration Tasks
- 'n.Sta”ation «  List Guest Customization + Item Lifecycle Management
 Service Management Specifications
* Local Account Configuration « VM Tools Management

* Improved Tag Handling

mwa re@ Confidential | ©2018VMware, Inc. 65
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MANAGEMENT

vSphere 6.7 Command Line

Interfaces ’ @
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VMware PowerCLI 10

Installable from the PowerShell Gallery

Now Supports PowerShell Core 6.0.1

* MacOS
e Linux

Deprecated Cmdlets

« Get/Set-VMGuestNetworklnterface
« Get/New/Remove-VMGuestRoute

Community Sourced Corrections

Default certificate behavioris to DENY
* |Install Trusted Certificates

» Set-PowerCLIConfiguration —InvalidCertificateAction
lgnore

vmware

Confidential | ©2018VMware,Inc.

kruddy-m0@1l:~ kruddy$ pwsh
PowerShell v6.0.1
Copyright (c) Microsoft Corporation. All rights reserved.
https://aka.ms/pscore6-docs

Type 'help' to get help.

PS /Users/kruddy> Install-Module -Name VMware.PowerCLI
PS /Users/kruddy> Get-Module VMware.* -ListAvailable

-Scope CurrentUser

Directory: /Users/kruddy/.local/share/powershell/Modules

Name

ModuleType Version

ExportedCommands

{Add-DeployRule, Add-
{Add-EsxSoftwareDepot

. VMware.DeployAutomation

. VMware.ImageBuilder

. VMware.PowerCLI

. VMware.VimAutomation.Cis.Core
. VMware.VimAutomation.Cloud

. VMware.VimAutomation.Common

. VMware.VimAutomation.Core

-

Script
Manifest
Script
Script
Script
Script

{Connect-CisServer, D
{Add-CIDatastore, Con

{Add-PassthroughDevic



VMware Datacenter CLI (DCLI)

Accessible via: root@hoton-FgMoCqkY2 [ ~/vmware-dcli J]# ./dcli.sh
Welcome to VMware Datacenter CLI (DCLI)
* Windows, Linux, Mac OS
« VCSA shell usage: <namespaces> <command>
+ Windows vCenter Server Cmd Prompt To auto-complete and browse DCLI namespaces:  <TAB>
If you need more help for a command: vcenter vm get --help
Interactive Shell Mode If you need more help for a namespace: vcenter vm --help
For detailed information on DCLI usage visit: http://vmware.com/go/dcli
» Supports Tab Completion dcli> vm list
» Saves History Across Sessions === ittt l---oom e |---momme | '"""T"'T"
| Name |PowerState |CpuCount|MemorySizeMiB|
| ------ B R e | --=----- |- - |
Supported Output Formats lvm-117 | photon@1 | PONERED_OFF | 1 |
. Simple lvm-119 [ AppVM | POWERED_OFFI1 11024 I
| vm-120 | DBVM | POWERED_OFF |1 116 l
* Table lvm-1231f3680d62-b912-4909-b80e-cPe9b71545¢c6 | POWERED_OFF | 1 I
. [------ B |---mmmmm - | -==-m-- | === I
JSON dcli> system
* XML version
« HTML storage
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MANAGEMENT

vSphere 6.7 Software

Development Kits ’ @
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vSphere Automation SDKs

Open-Sourced SDKs Available on GitHub

UMuware maintained

Overview VSPHERE
_ AUTOMATION SDKs
. . . Getting the SDKs
Get u p & ru n n I ng I n IeSS th a n 5 m I n Utes ! G Software Development Kits for accessing vSphere’s Automation endpoint APIs
Contributors. Q Fork vSphere Automation SDKs in:

SDKs for managing vSphere REST AP
and VMware Cloud on AWS

Overview

AV i I b I i I u u h . The vSphere Automation SDKs bundle client libraries, documentation and sample code for accessing the vSphere Automation endpoint and providing the ability to manage and configure the
dallaplein languages suchn as:

services provided by this APl in a variety of different languages, the services currently include:
= vCenter Server Appliance (VCSA) features
[ ] R E S I [ ] Pe rl » Virtual Machine Management
+» Content Library
e Python * NET
:
* Java * Ruby

» Tagging

Getting the SDKs

The vSphere Automation SDK's are available from VMware’s GitHub source repositories. Simply chose the SDK for your preferred language, clone the repo and follow the instructions in the
README.md in the root folder of the repo to be up and running in minutes!

For more information refer to the vSphere Automation SDK Overview.

Full of Samples

~

Community Contributions Welcome
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SECURITY

Comprehensive Built-in
Security
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Feature Lis

Support for Trusted Platform Module (TPM) 2.0 for use by ESXi

Support for Windows 10 and Windows Server 2016 Security Features
* Virtualization Based Security (VBS)
* Credential Guard

Support for Virtual TPM 2.0
» Secured with VM Encryption

New VM Encryption Ul enhancements in the HTML5 Web Client
FIPS 140-2 enablement
TLS 1.2 by default

New alarms

mwa re3 Confidential | ©2018VMware, Inc.
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Secure Infrastructure

(7 ue-vc-client.engvmware.com

Summary Monitor Configure

+ lssues and Alarms

Permissions

o« | I
All Issues
Secure Bo Name
Triggered Alarms
. . 10.19.89.75
Va rious m Alarm Definitions D
* Performance [ 1020132151
Advanced [ 10.20.232.212
vCenter vi  security % [ 10.20.233.175
host even' ., 1. and events [ 10.20.235.198
as attester .. [ 10.20.235.199
Events [ 10.20.235.200
Secure Bo B 10.21.235.200

remaining vius
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ACTIONS +

Datacenters

Attestation

Passed

Passed

Datastores

TPM version

Hosts & Clusters VMs
Last verified w
2/4/2017, 4:23 AM 2.0
1/31/2016, 9:14 PM 20
N/A 1.2
N/A 1.2
3/28/2017, 3:46 AM 20
12/23/2016, 6:56 PM 20
N/A M/A
N/A M/A
ESXi Host

Comprehensive security dashboard

MNetworks

SECURITY

Message

Attestation failed




SECURITY

Windows 10 & 2016
Security Features Support

vmware@ Confidential | ©2018VMware, Inc




VS Explained

Windows 10 VBS Enabled

vBS tnabied .

Windows 10

VBS Not Enabled Automatically enabled:

e Hardware Virtualization

. dard VseHReevs V IOMMU

. redevidieMsaard s ort
0S
ﬁ Credentials

Windows Hypervisor

User Apps

EFI firmware
Secure Boot

Windows 10
oS

* Credential Guard Ready
* Enable via Windows

New Hardware available

e Virtual Trusted Platform
Module (vTPM 2.0)

e TPM data secured with VM
Encryption
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Securing Virtual TPM Data

Name 1

[ | vmware-0.log

TRNIPM idara iskmuitie\pstosiele dhoy
virtual A cemificaem file, i
encrypted\Ustti@ NagIcEncryption {] vmware.log

Trusted Platform Module 2.0
[ vmx-Windows2016-bf697ed89a2ec:

[ ] Windows2016-0288a296 hlog

[} Windows2016-07aab2d8.vswp

— [k Windows2016.nvram

&5 Windows2016 vmdk

vim

[} Windows2016.vmsd

Windows 2016 (1) Windows2016.vmx

[ Windows2016.vmx.Ick

ESXi ) Windows2016 vmxf

Hardware
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viPM Summary SECURITY

51 Windows2016 | acrions v

Summary Monitor Configure Permissions Datastores Networks

Guest OS: Microsoft Windows Server 2016 (64-bit) - VBS true
Compatibility: ESXi 2016p6 and later (VM version 14)

VMware Tools: Not running, version:10287 (Current)
Powered Off

More info
DNS Name:
IP Addresses:
Host: esxi-vsan-40.labllocal
Launch Remote Console § :'j %
VM Hardware ~
Encryption VM configuration files are encrypted.
Ne hard disks are encrypted.
> CPU 2 CPU(s)
> Memory D 4 GB, 0 GB memory active
> Hard disk 1 40 GB
> Network adapter 1 VM Network (disconnected)
CD/DVD drive 1 Disconnected
Floppy drive 1 Disconnected
> Video card 8 MB
Virtual Trusted Platform Module Present
SHA256withRSA-RSA 2.23.133.2.3=#0c0b69643a3030303230303635,2.23.133.2.2=#0c0b564d 7761726
52054504d32,2.23.133.2.1=#0c0n69643a3536344435373030
SHA256withECDSA-EC 2.23.133.2.3=#0c0b69643a3030303230303635,2.23.133.2.2=#0c0b564d7 761726

52054504d32,2.23.133.2.1=#0c0b69643a3536344435373030

Manage Certificates
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vTPM Storage Root & Endorsement Key Certificates SECURITY

& Windows2016 | AcTions v

Summary Monitor Configure Permissions Datastores Networks
ML [.% Export
Certificates
Type T Algorithm T Signing Authority
Signing Requests
v More SHA256withRSA RSA CA
Alarm Definitions SHA256WIthRSA EC CA
Scheduled Tasks
VMware EVC

VM Hardware

Policies

Certificate Info

Issuer OU=VMware Engineering,O=mgt-vc-e-01.labllocal ST=California,C=US,DC=local, DC=vsphere,CN=CA
\ersion 3

Kind X.509

Valid From 01/09/2018,12:07:17 PM

Valid To 12/31/2027, 2:14:06 PM

Algorithm SHA256withRSA

Public Key algorithm EC R\
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Virtual TPM takeaways

Does not require or map to a hardware TPM
Virtual machines are provided with trusted VIRTUAL hardware
Trusted virtual hardware is presented to VM'’s by a host

The ESXi host has a root of trust to PHYSICAL hardware

vIPM “uniqueness” is established by certificates from either VMCA or another certificate authority

Vmwa re3 Confidential | ©2018VMware, Inc. .
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SECURITY

VM Encryption in HTML5 Ul
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VM Encryption

Easy to Manage Security

vmware

Eﬁlif CAattin~e )

X

A Deselected disks will not be encrypted. Datastore Default policy will be applied.

Virtual Hardware VM Options

General Options
Encryption

Encrypt VM

Encrypted vMotion
VMware Tools

Advanced

Confidential | ©2018VMware, Inc.

Default Encryption v @

Disk O1

C] Disk 02 Change storage policy

Opportunistic v @

Expand for advanced settings

SECURITY

Easy button to enable encryption
with a single click

Granular reporting of the
“Encryption State” of the VM

Allows to do further
customizations easily

The informationin this presentationis intended to outline our general product direction and should not be relied on in maki ng

a purchasingdecision. Itis forinformational purposes only and may not be incorporated into any contract.
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SECURITY

Additional vSphere 6.7 Features
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FIPS 140-2 for vSphere

Current status:

« Kernel crypto module and OpenSSL module have got through FIPS evaluation today
— VMkernel
— OpenSSL

V.Next status:

* FIPS
— VMkernel
— OpenSSL
— Java (VMCA only)
— SSH

* Enabled by default!

National Institute of
Standards and Technology

U.S. Department of Commerce

NIST
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Secure By Default: TLS 1.2 only for v.Next

TLS 1.2 by default
* You can “downgrade”.
* Only Key Managersthat support TLS 1.2 will be supported
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New Alarms

Virtual Machine Locked Alarm
Host Requires Encryption Mode Enabled Alarm

KMS Client and server Certificate Status Alarm

vmware

Confidential | ©2018VMware, Inc.

Alarm Name

KMS Server Certificate Status

Name
Description
Targets

Alarm Rules

Last modified

Virtual Machine Locked Alarm
Name

Description

Targets

Alarm Rules

Last modified

Host Requires Encryption Mode Enable

Name
Description
Targets

Alarm Rules

SECURITY

Y Object type A g Defined In Y Enabled Y Last modified A 4

vCenter Server [ This Object Enabled 03/15/2018, 11:129:30 AM

KMS Server Certificate Status

This alarm indicates that the KMS server certificate is getting close to its expiration date
vCenter Server

F KMS Server Certificate will expire soon

THEN trigger the alarm as @ critical

03/15/2018, 11:29:30 AM

Virtual Machine G This Object Enabled 03/15/2018, 11:29:30 AM

Virtual Machine Locked Alarm

Alarm to indicate that the virtual machine is locked

All virtual machines in vCenter server mgt-vc-e-01lablloca

F Virtual machine is locked because keys are missing on host.

OR Virtual machine is locked because keys are missing on KMS cluster
OR Virtual machine is locked because of a KMS cluster error

THEN trigger the alarm as (3) critical

OR IF Virtual machine is unlocked

THEN trigger the alarm as (&) normal
03/15/2018, 11:29:30 AM

Host [ This Object Enabled 03/15/2018, 11:229:30 AM

Host Requires Encryption Mode Enabled Alarm

Alarm to indicate that the host requires encryption mode enabled

All hosts in vCenter server mgt-vc-e-Ol.labllocal

F Host requires encryption mode enabled and the key is not available on the KMS cluster
OR Host requires encryption mode enabled and the KMS cluster is not available.

THEN trigger the alarm as @ critical

OR IF com.vmware.vc.crypto.HostKeyUpdatedEvent

OR Host is on encryption mode. v
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ENTERPRISE APPS

Universal Application
Platform
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Universal Application Platform

The platform for mission critical workloads

Support for more business critical applications through:

* Broader hardware ecosystem

— Native 4K drives

— Intel VMD for NVMe
» Software enhancements

— RoCE v2

— 256 disks per VM

— Automatic UNMAP for SE sparse disks
» Performance optimizations

— NBD/SSL throughput for backups

— Configurable UNMAP rate

— 1 GB pages
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Universal Application Platform

Expanding the envelope for new workloads

New vSphere 6.7 Features Target Workloads

Enhancements for NVIDIA GRID vGPUs 3D graphics
* Improves host lifecycle management
Big Data
vSphere Persistent Memory
« Significantly enhances performance HPC
RDMA Machine Learning
« Connectivity to low-latency storage fabrics
In-Memory
Instant Clone
» Reduces provisioning times
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Enhancing Operations for NVIDIA GRID™ vGPU
Using Suspend & Resume to add vGPU mobility

vmware

I
U

[GP Vm

§

ENTERPRISE APPS

. Suspend & Suspend &
it

Shared Resources
vSphere

NVIDIA GRID™

Confidential | ©2018VMware, Inc.
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Persistent Memory (PMEM)

Convergence of Memory and Storage

New tier of storage aimed at Enterprise Applications
Lower cost than DRAM / Higher performance than SSD
Byte Addressable

Average latency of less than 0.5 microseconds

High durability

Lower power consumptionthan DRAM

V'T‘Ware3 Confidential | ©2018VMware, Inc.

ENTERPRISE APPS

Flash SSD

Magnetic HDD




RDMA Overview
Traditional Data Path vs RDMA

Buffers
I I

Sockets API
User

Kernel Sockets
TCP
IPv4/IPv6

Network Device
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SJapeaH Jayng

Buffers
I I

RDMA Verbs API

ssedAg |auid)|

Device Driver

2

Host Channel Adapter

nfingand | ware

ENTERPRISE APPS

Remote Direct
Memory Access

OS bypass
Zero-copy

Low latency, high

bandwidth

Used in distributed
databases, financial,
file systems, Big Data
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RDMA Overview
Motivation

RDMA in VMs with pass-thru
» Tied to a physical host —no vMotion!
 Need an HCA

Customers want vMotion
* For a small performance penalty
* IBM: okay with 5us latency

PVRDMA aims to solve this

* Virtualize just enough
» HCA for performance, but work without it
* Meet latency requirement

mwa re@ Confidential | ©2018VMware, Inc.
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ROMA Overview

Architecture

Paravirtual RDMA (PVRDMA) is a new virtual NIC in hardware version 13

Provides verbs-level emulation
e Guest kernel driver
» User level library

Plugs into the industry standard OFED stack in the VM

Device emulated in ESXi hypervisor
* Translatesverbs from guest to ESXi RDMA Stack
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stant Clons

e Single API call
* Cloneindependentof the source VM
* vMotion/HA/DRSsupport

30x

Rebootless Performance

Instant
Clone

Flings

Instant Clone helps deploy Helps move to a new paradigm of Customers are already using Instant
hundreds of VMs instantly without “Just-in-time” provisioning with 30x Clone fling today to deploy 700+
needing to reboot while preserving improvement for time taken to fork VMs daily in their production CI-CD
the VM state a clone environment to achieve their

DevOps goals

vmwa re® Confidential | ©2018VMware, Inc.
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HYBRID CLOUD

Seamless Hybrid Cloud
Experience
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Hybrid Linked Mode

Single Management View

HYBRID CLOUD

vim vSphere Client Getting Started

Single management view

across VMware Cloud on ] 8 9 & vcenter.sddc-52-35-57-20.vmc.vmware.com | ACTIoNs v
AWS and On-premises E7 vcenter sddc-52-35-57-20 Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks Linked w
datacenter EHH?JIE:C?FK?CHH
Cluste T
[ 101711204
@ 101711205 Name ¥
Supports both embedded or B 101711206 r—Je————
external deployments on- @ 101711207 (5 vesa-1mm-02.cpbulab
. = Compute-Resource I
prem |SeS % Mgmt-ResourcePool Q vesa-tmm-03.cpbulab

B 10171127199
5] vcsa-tmm-Ol.cpbulab

Maintains separate
permissions between Cloud

[ vcsa-tmm-02.cpbulab

R NewYork
SDDC and on-premises {5 vesa-tmm-03 cpbu ab
R Houston
datacenter
Enable and disable linking
Recent Tasks Alarms .
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Workload Mobility

Cross-vCenter Mixed Version Provisioning

Requirements I \ 0 Across long distances I \
\\1]/ \\1]/

* 150msRTT
150 ms RTT

* VM Compatibility v9

Across different vCenter versions
vmiivmijivmiivm vmijivmijivmiivm
vmiivmijivmiivm Bi-directional vmifvmiivmiivm
[e__mnj-c =3 DRI
VDS-1 o Across L3 / vSwitches VDS-2
VDS-1
Transit vMotion data is encrypted
[e__um]c
VDS-1

Across Clouds Software Defined
Data Center

On-premises Datacenter AWS Global Infrastructure
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Per-VM Enhanced vMotion Compatibility HYBRID CLOUD

Allows granularity of enabling EVC
for particular VMs rather than a Change EVC Mode | Lnuxev-oz
cluster of hosts Select EVC Mode

Improving the mobility of a VM o
beyond a cluster including to
VMware Cloud on AWS.

Description

Persisting EVC mode across:
e Cluster
* Data Center

» vCenter Server VM

Compatibility
(Hardware)

v.14

Persists through a power cycle
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Thank Youl!
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